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Abstract— State-feedback H., control problem for linear
singularly perturbed systems with norm-bounded uncertainties
is studied. The fast variables are sampled with fast rates,
while for the slow variables both cases of slow and of fast
sampling are considered. The recent ’input delay’ approach to
sampled-data control is applied, where the closed-loop system
is represented as a continuous one with time-varying input
delay. Linear Matrix Inequalities (LMIs) criteria are derived
for stability and stabilization via input-output approach to
stability and L.-gain analysis of time-delay systems. Numerical
example illustrates the efficiency of the method.
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I. INTRODUCTION

Singular perturbations in control systems often occur due
to the presence of small “parasitic” parameters, such as
small masses, small time-delays. The main objective of
singular perturbation methods is to alleviate the difficulties
caused by the high dimensionality and the ill-conditioning
that results from the interaction of slow and fast dynamical
modes. Decomposition of the full-order problem to the
e-independent reduced-order slow and fast subproblems
was started with the classical Tikhonov theorem on the
asymptotic behavior of the solution to initial value problem
[18] and developed further to composite controller design
[2], [14] (see a survey [16] for recent references). A
LMI approach to linear singularly perturbed systems was
introduced in [6], where an e-independent LMI was derived
for stability analysis, while e-dependent LMI gave a simple
sufficient stability condition for the full-order system.

Two main approaches have been used to the sampled-
data robust control. The first one is based on the lifting
technique [1], [20] in which the problem is transformed

to equivalent finite-dimensional discrete problem. This ap-
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proach was applied to sampled-data nonlinear singularly
perturbed systems , where the composite controller with
the fast sampling in the fast variables was suggested [4].
The second approach is based on the representation of the
system in the form of hybrid discrete/continuous model.
This approach leads to necessary and sufficient conditions
for stability and Lo-gain analysis in the form of differential
equations (or inequalities) with jumps and it was applied
to sampled-data H., control of linear singularly perturbed
systems [17], where the slow sampled-data controller was
designed. The above approaches do not work in the cases
with uncertain sampling times or uncertain system matrices.

A new ’input delay’ approach to sampled-data control has
been suggested recently in [7]. By this approach a digital

control law is represented as a delayed control as follows:

u(t) = uq(ty) = uwa(t — (t — tx)) = ua(t — 7(1)),

1
T(t) =t —tg, tp <t <tpyr, M

where ug is a discrete-time control signal and the time-
varying delay 7(t) = t — t; is piecewise linear with
derivative 7(t) = 1 for t # t. Moreover, 7 < tp41 — lg.
The solution to the problem is found then by solving the
problem for a continuous-time system with uncertain but
bounded (by the maximum sampling interval) time-varying
delay in the control input via Lyapunov technique. Given
h > 0, the conditions obtained are robust with respect
to different samplings with the only requirement that the
maximum sampling interval is not greater than h.

Stability of singularly perturbed systems with constant
delays has been studied in two cases: 1) h is proportional
to € and 2) € and h are independent. The first case, being
less general than the second one, is encountered in many
publications (see e.g. [10], [9] and references therein). The
second case has been studied in the frequency domain
[15]. A Lyapunov-based approach to the problem leading
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to LMIs has been introduced in [6] for the general case
of independent delay and €. In the case of constant delay
it was shown [6], that the necessary condition for robust
stability of singularly perturbed system for all small enough
values of singular perturbation parameter € > 0 is the delay-
independent stability of the fast subsystem, which is rather
restrictive. The same is true for systems with uncertain and
bounded time-varying delays, where constant delay is just
a particular case of delay. Therefore, it is natural to design
a delayed state-feedback controller with small delay in the
fast variable e7(t), which corresponds to fast sampling of
fast variables of [4].

In the present paper we derive a state-feedback sampled-
data controller by applying the input delay approach to
sampled-data control and by developing the input-output
approach to singularly perturbed time-delay systems. The
input-output approach was introduced for regular systems
with constant delays in [12] and further developed in [11]
(see also references therein), where it was generalized
to the time-varying delays with the delay derivative less
than ¢ < 1. Recently the input-output approach has been
developed to L,-gain analysis of regular systems with time-
varying bounded delays without any constraints on the delay
derivative [8]. It is the objective of the present paper to
develop this approach to singularly perturbed systems with
time-varying delay. Two controller designs are suggested:
1) with the fast sampling in the fast variables and the slow
one in the slow variables and 2) with the fast sampling in
both variables.

Notation: Throughout the paper the superscript ‘17
stands for matrix transposition, R™ denotes the n dimen-
sional Euclidean space with vector norm | - ||, R™*™
is the set of all n x m real matrices, and the notation
P >0, for P € R™"™ means that P is symmetric and
positive definite. The symmetric elements of the symmetric
matrix will be denoted by *. Lo is the space of square
integrable functions v : [0,00) — C™ with the norm
lollze = [ lo(e)2de) 2.

II. PROBLEM FORMULATION

Given the following system:

E.i(t) = (A+ HAFy)x(t) +(By + HAF)w(t)
+(Bs + HAF)u(t), 2
z(t) = Cx(t) + D1gu(t),

where z(t) = col{z1(t),z2(t)}, z1(t) € R™, xs(t) €
R"™ is the system state vector, u(t) € R’ is the control
input, w(t) € RY? is the exogenous disturbance signal, and
z(t) € RP is the state combination (objective function

signal) to be attenuated. The matrix E. is given by
E. = diag{I,,,eln,}, 3)

where € > 0 is a small parameter.

Denote n = ni + no. The matrices A, By, By, Fy, Fy, Iy
and C are constant matrices of appropriate dimensions. The
matrices in (2) have the following structures:

A= Al A2 7 H— Hl H2 7

As Ay Hy H,

Fy R B;
Fo=| " "2 |, Bi=| ", e

Foz  Fos By

F; )
C:[Cl OQL Fiz ! 5 Z=1,2.
12

We do not require A4 to be nonsingular. Such a system
is a non-standard singularly perturbed system [13]. In the
case of singular A4 open-loop system (2) with ¢ = 0 has
index more than one and possesses an impulse solution [3].

The uncertain time-varying matrix  A(t) _
As(t)  Aax(t) . . )
[ Az(t)  Ag(t) } satisfies the inequality
AT()A(t) < I, t > 0. 5)

We are looking for a piecewise-constant control law of
two forms:

1) a multi (slow/fast) rate state-feedback

u(t) = us(t) +up(t), us(t)=Kizi(ty), ty <t <tpgr,
us(t) = Koza(ety), ety <t < etpy,
(6)
where 0 =ty < t; < ... < tp < ...and 0 = ety < et1 <
... < ety < ... are the slow and the fast sampling instants

and limy_, o tp = oo.

2) a single (fast) rate state-feedback w(t) =
Kax(ety), ety < t < etpyq, where 0 = ctg <
ety < ... < et < ... are the fast sampling instants

and limy,_, ot = oo.

Given v > 0 our objective is to find a piecewise constant
controller which internally stabilizes the system and leads
to Ly-gain less than ~y

J =20z, = 7*llwll7, <0 Q)

for 2(0) = 0 and for all non-zero w € L.
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We represent a piecewise-constant control law as a
continuous-time control with a time-varying piecewise-
continuous (continuous from the right) delay 7(t) = t—ty, as
given in (1), corresponding to the slow sampling, and with
small delay e7(t) = e(t — t1), corresponding to the fast
sampling. We will thus look for state-feedback controllers
of two forms:

x1(t —7(t))

ult) = K l zo(t — er(t))

], K =[Ki Ks] (8

u(t) = Kx(t — er(t)). )

We assume that

Al tg41 —tp < hVE>0.

From Al it follows that 7(¢) < h since 7(t) < tj41 — t.

To guarantee that for all small enough € the full-order
system 1is stabilizable-detectable we assume [19]:

A2. Both pencils [sEy — A; By and [sEy — AT; CT] are
of full row rank for all s with nonnegative real parts, where
Ey is given by (3) with ¢ = 0.

A3. The triple {A4, Bss, Cs} is stabilizable-detectable.

ITII. MULTIPLE RATE H,, CONTROL
A. Input-output model

Substituting (8) into (2), we obtain the following closed-

loop system:

E.i(t) = (A+ HAF)x(t)

z1(t = 7(1))
xo(t —eT(t))
z1(t —7(1))

xo(t —eT(t))

+(By + HAF)K

(10)

We will further consider (10) as the system with uncertain
and bounded delay 7(t) € [0, h).
We represent (10) in the form:

E.i(t) = (A+ BoK + HA(Fy + FK))a(t)
J2 ot + 5)ds ]

—(Bs + HAR)K .
fEET(t) @o(t + s)ds

By + HAF )w(t),

fET(t) a1(t + 8)ds

fEET(t) @o(t + 8)ds
(1)

Following the idea of [12], [11] to embed the perturbed

system (11) into a class of systems with additional inputs

Z(t) = (C + D12K)£C(t) — D12K

+(B1 + HAF )w(t),

and outputs, the stability of which guarantees the stability
of (11), we introduce the following forward system:

E.i(t) = (A+ BoK)a(t)
+hBy K o(t) +Byw(t) + Hus(t),
L Ug(t)

2(t) = (C + DioK)a(t) + hD1oK [ ' Eg ] ,

n() |
i) |~ Bi(t) = (A+ BoK)a(t)
+hBy K v1§2 +Byw(t) + Hus(t),
y3(t) = (Fo + o K)x(t) + hFR K :Eg + Frw(t),
(12a-d)
with feedback
vi(t) = h f ) yi(t + s)ds,
Ug(t) —= f )Y y2(t + s)ds, (13)

v3(t) = Ays(t).
Note that for h — 0 the above model (12), (13) corresponds
to the closed-loop system (2) with the continuous state-
feedback u(t) = Kx(t).
Let v = [v] ol ] = [yF vy yT]. Assume that
yi(t) = 0, Vt <0, i = 1,2,3. The following holds for
n; X n;-matrices R; > O7 1 =1,2 and a scalar » > 0 [11]:

||\/Evi||L2 < H\/RiyiHLw i=1,2,
[Vruslle, < [IVrysllL,-

For ¢ — 0 inequality (14) is valid and y2 given by (12c)

(14)

vanishes. Thus, for ¢ — 0 (12), (13) corresponds to the
descriptor system without delay in xs:

E(){t(t) = (A + HAFo).Z‘(t)
+(By + HAFy)u(t),

u(t) = Kyx1(tg) + Kaxo(t), te€
0<tg41—tp < h.

+(By + HAF ) w(t)

15
[tk tht1), ()

Remark 3.1: Descriptor system can be destabilized by
arbitrary fast sampling in the fast variable of the feedback
even if it is stable without the sampling. Consider the
following simple example

Foi(t) = [ ’11 (1’ ] a:(t)+l ? ] u(t), z(t) € B2 (16)

It is clear that the closed-loop system is stable with the
continuous state-feedback w(t) = —2x2(t), while it is
unstable with u(t) = —2x(tg), t € [tk,tr41), for any
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sampling t;. Really, the closed-loop triangular system is
stable if equation z3(t) + u(t) = 0 is stable. However,
this equation in the sampled-data case z3(t) = 2x2(ty),
t € [tk,tk+1) i unstable.

B. Ly-gain analysis

Consider the Lyapunov function V (t) = 27 (t)E. P.x(t),

where P. has the structure of

Pl €PéT

P. =
P, P

, P >0, P3>0. (17

Note that P. is chosen to be of the form of (17) (as e.g. in
[19]), such that for ¢ = 0, the function V with E. = E
and P. = Py, corresponds to the descriptor case).

Given ¢ > 0, from (14) it follows that the following
condition along (12a)

W =V(t) + y" (t)diag{hRy, hRy,r}y(t)
—oT (t)diag{h Ry, hRa,r}v(t) + ||2(t)[|> — [Jw(t)]|?

< —a(llz@®]* + [[u@®)]* + [w®)*), o> 0
(18)

guarantees the internal stability of (10) and that L,-gain
of (10) less than ~. Moreover, since y(t) depends on &(t),
we consider the derivative condition V() < —G(||=(t)||> +
ll&(t)]|?), B > 0. Such derivative condition corresponds to
the descriptor model transformation introduced in [5].

We have similarly to [5]

T
: , ) Ei(t)
V() = 227 ()PP Eei(t) —2 | "0 | pr| P ]
) =27 Pr R =2 | 7O | pr|
19)
where
P, 0 D 0
Po=| ° L= 7 ,j=2,3.
oy D3 D0 Dj3
(20)

Setting in the right side of (19)

U1 (t)
(%] (t)

and applying the Schur complements to the term
yT(t)diag{hRi,hRa,r}y(t) + ||2(t)||* we conclude that

+Byw(t) + Hus(t) — E.i(t)

(18) is satisfied if

M 0 0 0
T h T T T
AP R MR
Rl 0
—h 0 0
iy
* * —rl, 0
* * * 7'\/21(1
* * * *
* * * *
L * * * *
r(Fo + FoK)T R 0 0 ¢ + KTDT,
h 1
0 |5 2] 0
hrKT EF 0 hKT DI,
0 0 0
rEl 0 0 <0,
—rI 0 0
Ri 0
—h 0
: 5]
* * —1I,
0 I, 0o AT+ KTBT 7.
r. =P + 2| Pe.
€ | A+B:K  —1I, I, —1I
2D

We thus obtained the following
Lemma 3.1: (i) Given v > 0 and m X n-matrix K,

(10) is internally stable and has Lo-gain less than ~ for
all small enough ¢ > 0 and 0 < 7(¢) < h, if there exist
nixni matrices P; > 0, Ry > 0, o1, P31, noxng matrices
P; >0, Ry > 0, ®a3, P33, N1 X no-matrices Py, Doy, P3o
and a scalar > 0 such that LMI (21) is feasible for ¢ = 0,
where Py is given by (17) and (20).
(i) Given ¢ > 0, m X n-matrix K and v > 0, (10) is
internally stable and has Lo-gain less than « for all 0 <
7(t) < h, if there exist ny xn; matrices P, > 0, Ry > 0,
®y1, P31, Ny XNy matrices P3 > 0, Ry > 0, $o3, P33,
n1 X ng-matrices Py, o5, P39 and a scalar » > 0 such that
LMI (21) is feasible and E.P. > 0, where P. is given by
(17) and (20).

If (21) is feasible for ¢ = 0, then the slow (descriptor)
(15) is internally stable and has Lo-gain less than v > 0.
Moreover, the following fast LMI

0 0 0
Ty hPJT{ BagKo } PJT[ H, } PfT[ B }
* —hRy 0 0
* * —11n, 0
* * * —72Iq
* * * *
* * * *
* * * *
r(Foq + Foo K2)T 0 ct + kI DY,
0 hR> 0
hrKI Fi, 0 hK7T DT,
0 0 0
rEL 0 0 <0,
—rIn, 0 0
* —hRs 0
* * -1,
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Iy=Pf 0 I,
Il Ay + By Ko —1I,,

T T T
+{10 A4+K2322}Pf’Pf:{Pg 0 }

no —1In, D23 P33

(22)

is feasible. The latter LMI guarantees that the fast

x'g(t) = (A4 + H4A4F4)I2(t) +(Blg + H4A4F12)w(t)
+(Ba2 + HyAyFoo)u(t),

u(t) = szg(tk)7 te [tk,tk+1)7 0< tp41 — tk < h,
(23)

system is internally stable and has Ly-gain less than v > 0.
Thus the feasibility of e-independent LMI (21), where € =
0, implies that the fast subproblem is solvable by a sampled-
data controller, while the slow subproblem is solvable by
a mixed controller (continuous in the fast variable and
sampled-data in the slow one).

C. State-feedback design

In order to obtain an LMI in (21) we have to restrict our-
selves to the case of block-diagonal &3 = diag{ P2y, P23}
and to ®3 = pPo, where p # 0 is a scalar parameter. Note
that ®5 is non-singular due to the fact that the only matrix
which can be negative definite in the second block on the
diagonal of (21) is —p(®2 + ®%'). Defining:

U=0," = diag{®,;', 053}, P=9"P,¥, R=V"RY

! and Y = KWV, multiplying LMI (21) by
diag{¥, ¥, U, 7l,,I,,71,, ¥, I,} and its transpose, from
the right and the left, respectively, we obtain the following

o= r

LMI with a tuning parameter p > 0:

3 3o hBsY TH B

¥  —p(U+¥T) hpByY FpH pB,
* * —hR 0 0

* * * —7l, 0

* * * * a
* * * * *

* * * * *

* * * * *

0 hR 0
rYTFf 0 rYT DT,
0 0 0
Fr 0 0 <0,
—7l, 0 0 24)
* —hR 0
* * -1,

$1 =AU+ WTAT 4+ ByY + YT B,

Yo = PT — 0 4+ p0TAT 4 pyTBT.
Note that P and R have the same, block-triangular and
block-diagonal structures, as Py and R correspondingly.

Theorem 3.1: Given v > 0, consider the system of (2)

and the multi-rate state-feedback law of (8). Assume Al-
A3.
(1) The state-feedback (8) internally stabilizes (2) and guar-
antees Lo-gain less than  for all small enough ¢ > 0, if for
some prescribed scalar p # 0 there exist n; X n; matrices
P >0, Ry > 0,Uq, nyxne matrices Py > 0, Ry >0, U3
,an ny X no-matrix Ps, a pXn matrix Y and a scalar r > 0
such that LMI (24) with

v=[% ] Pe=[R Al R=[% A]

(25)
is feasible. The state-feedback e-independent gain is given
by K =YU¥ 1
(ii) The gain K = [K; K>| obtained in (i) solves the slow
(15) and the fast (23) subproblems;

(iii) Given € > 0 the gain obtained in (i) internally stabilizes
(2) and guarantees L-gain less than +y if there exist nqxn,
matrices P, > 0, Ry > 0, ®o1, P31, no Xny matrices Py >
0, Ry > 0, ®o3, P33, n1 X no-matrices Py, Poo, P35 and a
scalar r > 0 such that LMI (21) is feasible and E.P. > 0,
where P is given by (17).

Example [17]: Consider (10) with

2 1 2 1
o=l L B P 3]
2 1) 0
H=0, C= (1 3) , Diz=1 0
0 0
(26)
Given v = 3 and the uniform sampling t;41 — &, =

0.1, it was shown in [17] that the slow state-feedback
u(t) = —1.1618xz1(tx), t € [tk,tx+1) solves the Hoo-
control problem for the full-order system for all small
enough ¢ > 0. The slow controller of [17] can not achieve
J < 0 for v < 2.85. Applying Theorem 3.1 with the
2.8 and the same h = 0.1, we find that
the multi-rate state-feedback of (8) with e-independent gain
K = [-1.5888 — 0.4433] achieves J < 0 for v = 2.8
and for all small enough € > 0 and all samplings with

smaller v =

tk+1 — tr < 0.1. Moreover, by applying Lemma 3.1 to the
resulting closed-loop system for a greater value of h = 0.16
and for different values of ¢ > 0 ( ¢ = 0.01,0.02,...) we
verify that this state-feedback solves H,-control problem
with v = 2.8 for the full-order system with all samplings
0 <tpy1 —tr <0.16 and for 0 < € < 0.49. The estimates
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on the upper values of sampling and of ¢, for which the
H, problem is still solvable, are the advantages of the LMI
approach.

IV. ON FAST SAMPLE-RATE H,, CONTROL

Substituting (9) into (2), we obtain (similarly to the
previous case) the forward system (12), where v; should
be changed to ev; and the feedback system (13), where v
should be changed by the following expression:

1 /[0

) =——
Ul() eh —eT(t)

y1(t + s)ds.

Inequalities (14) are valid here. This leads to the corre-
sponding changes in the LMIs. Thus the fast subproblem
has the same form, while the slow one corresponds to the
continuous-time state-feedback problem:

Eoi(t) = (A+ HAF)z(t) +(B1 + HAF )w(t)
+(Bs + HAF)u(t), u(t) = Kz(t).

The fast-rate controller naturally leads to better perfor-

27)

mance, than the multi-rate one. In the above example it
achieves the smaller value of v = 2.6 for all small enough

values of € > 0.

V. CONCLUSIONS

Sampled-data state-feedback H, control problem for sin-
gularly perturbed system with norm-bounded uncertainties
has been solved via input delay approach to sampled-data
control. The only assumption on the sampling that the
distance between the sequel sampling times is not greater
than some h > 0. Two kinds of controllers have been de-
signed (both with the fast sampling in the fast variable): the
multi-rate state-feedback (slow rate in the slow variables)
and the fast-rate state-feedback. The e-independent gains
of the controllers are found from e-independent LMIs. e-
dependent LMIs are derived which give sufficient conditions
for the solvability of the full-order system. An illustrative
example shows that the fast-rate controller leads to better
performance, than the multi-rate one. The trade-off is in the
fast sampling of the slow variables and not only of the fast

ones.
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