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Abstract— The notion of exact bisimulation equivalence for
nondeterministic discrete systems has recently resulted in no-
tions of exact bisimulation equivalence for continuous and
hybrid systems. In this paper, we establish the more robust
notion of approximate bisimulation equivalence for nondeter-
ministic nonlinear systems. This is achieved by requiring that a
distance between system observations starts and remains, close,
in the presence of nondeterministic system evolution. We show
that approximate bisimulation relations can be characterized
using a class of functions called bisimulation functions. For
nondeterministic nonlinear systems, we show that conditions for
the existence of bisimulation functions can be expressed in terms
of Lyapunov-like inequalities, which for deterministic systems
can be computed using recent sum-of-squares techniques. Our
framework is illustrated on a safety verification example.

I. INTRODUCTION

Compositional modeling and hierarchical verification of

discrete systems have resulted in established notions of

system refinement and equivalence, such as language inclu-

sion, simulation and bisimulation relations [2]. Much more

recently, simulation and bisimulation relations have resulted

in new equivalence notions for nondeterministic continuous

and hybrid systems [9], [15], [20], [22].

The established notions for both discrete and continuous

systems are all exact, requiring external behavior of two

systems to be identical. When interacting with the physical

world, exact equivalence notions are restrictive and not

robust. Notions of system approximation seem much more

appropriate in this context, and this has recently resulted

in approximate bisimulation relations for stochastic [4],

quantitative [3], and metric transition systems [7], [8].

In [8], we developed a framework for (discrete and con-

tinuous) system approximation for general metric transition

systems. The approximation process is based on a metric on

the set of observations. Rather than requiring that the distance

between system observations is (and remains) zero, we re-

quire that the distance between observations is (and remains)

arbitrarily close. We showed that approximate bisimulations

can be characterized by a set of functions called bisimula-

tion functions. In [7], a method to compute bisimulations

functions is proposed for the class metric transition systems

generated by linear systems with constrained inputs.

In this paper, we extend our work to the class of

nonlinear dynamical systems1. We develop Lyapunov-like
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conditions for bisimulation functions, which are used to

over-approximate the observational distance between two

nonlinear systems, in the presence of nondeterminism (dis-

turbances). For the class of deterministic systems, we show

how to compute such functions using sum of squares decom-

position techniques [14], [16], [17], [18].

Our results are a natural generalization of the exact notions

of bisimulation of nonlinear dynamical systems [9], [20],

[22]. Furthermore, our approach enables the approximate

but safe reduction of verification problems for nonlinear

systems [1], [13], to verification problems for linear sys-

tems where efficient and scalable methods are emerging re-

cently [6], [10], [23]. Note that compared to model reduction

techniques for nonlinear systems, which are generally based

on sets of numerical simulation or experimental data [11],

our approach is only based on the model and does not require

simulations.

II. APPROXIMATION OF TRANSITION SYSTEMS

In this section, we summarize the notion of approxi-

mate bisimulation of labeled transition systems as developed

in [8]. Labeled transition systems can be seen as graphs,

possibly with an infinite number of states or transitions.

Definition 2.1: A labeled transition system with observa-

tions is a tuple T = (Q,Σ,→,Q0, Π, 〈〈.〉〉) that consists of:

• a (possibly infinite) set Q of states,

• a (possibly infinite) set Σ of labels,

• a transition relation →⊆ Q× Σ ×Q,

• a (possibly infinite) set Q0 ⊆ Q of initial states,

• a (possibly infinite) set Π of observations, and

• an observation map 〈〈.〉〉 : Q → Π.

The transition (q, σ, q′) ∈→ is denoted q
σ→ q′. For all

labels σ ∈ Σ, the σ-successor is defined as the set valued

map given by

∀q ∈ Q, Postσ(q) =
{

q′ ∈ Q| q
σ→ q′

}
.

We assume that the systems we consider are non-blocking.

Then, a state trajectory of T is an infinite sequence of

transitions,

q0 σ0

→ q1 σ1

→ q2 σ2

→ . . . , where q0 ∈ Q0.

The associated external trajectory π0 σ0

→ π1 σ1

→ π2 σ2

→ . . .
(where πi = 〈〈qi〉〉 for all i ∈ N) describes the evolution

of the observations under the dynamics of the labeled tran-

sition system. The set of external trajectories of the labeled

transition system T is called the language of T .
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A. Approximate Bisimulations

Exact bisimulation between two labeled transition systems

requires that their observations are (and remain) identical [2].

Approximate bisimulation is less rigid since it only requires

that the observations of both systems are (and remain)

arbitrarily close. Let T1 = (Q1,Σ1,→1,Q0
1,Π1, 〈〈.〉〉1) and

T2 = (Q2, Σ2,→2, Q0
2, Π2, 〈〈.〉〉2) be two labeled transition

systems with the same set of labels (Σ1 = Σ2 = Σ) and the

same set of observations (Π1 = Π2 = Π). Let us assume

that the sets of states Q1, Q2 and the set of observations Π
are metric spaces. We assume that the initial sets Q0

1 and Q0
2

as well as the sets Postσ1 (q1) and Postσ2 (q2) (for all σ ∈ Σ,

q1 ∈ Q1, q2 ∈ Q2) are compact sets. Let us note dΠ the

metric on Π.

Definition 2.2: A relation Bδ ⊆ Q1 × Q2 is a δ-

approximate bisimulation between T1 and T2 if for all

(q1, q2) ∈ Bδ:

1) dΠ (〈〈q1〉〉1, 〈〈q2〉〉2) ≤ δ,

2) ∀q1
σ→1 q′1, ∃q2

σ→2 q′2 such that (q′1, q
′
2) ∈ Bδ ,

3) ∀q2
σ→2 q′2, ∃q1

σ→1 q′1 such that (q′1, q
′
2) ∈ Bδ .

Note that for δ = 0, we have the usual notion of exact

bisimulation [2].

Definition 2.3: T1 and T2 are said to be approximately

bisimilar with the precision δ (noted T1 ∼δ T2), if there

exists Bδ , a δ-approximate bisimulation between T1 and T2

such that for all q1 ∈ Q0
1, there exists q2 ∈ Q0

2 such that

(q1, q2) ∈ Bδ , and conversely.

The approximate bisimilarity of two systems guarantees

that the distance between their language is bounded.

Theorem 2.4: [8] If T1 and T2 are approximately bisim-

ilar with the precision δ then for all external trajectory of

T1 (respectively T2), π0
1

σ0

→ π1
1

σ1

→ π2
1

σ2

→ . . . , there exists

an external trajectory of T2 (respectively T1) with the same

sequence of labels π0
2

σ0

→ π1
2

σ1

→ π2
2

σ2

→ . . . such that for all

i ∈ N, dΠ(πi
1, π

i
2) ≤ δ.

B. Bisimulation Functions

The construction of approximate bisimulations as well as

the evaluation of their precision can be performed using a

class of functions called bisimulation functions. Essentially,

bisimulation functions are positive functions defined on

Q1 × Q2, bounding the distance between the observations

associated to a couple (q1, q2) and non increasing under the

(nondeterministic) dynamics of the systems.

Definition 2.5: A continuous function VB : Q1 × Q2 →
R

+ is a bisimulation function between T1 and T2 if for all

(q1, q2) ∈ Q1 ×Q2:

1) VB(q1, q2) ≥ dΠ (〈〈q1〉〉1, 〈〈q2〉〉2),
2) VB(q1, q2) ≥ max

q1
σ→1q′

1
min

q2
σ→2q′

2
VB(q′1, q

′
2),

3) VB(q1, q2) ≥ max
q2

σ→2q′
2
min

q1
σ→1q′

1
VB(q′1, q

′
2).

The level sets of a bisimulation functions define approxi-

mate bisimulation relations.

Theorem 2.6: [8] Let VB be a bisimulation function. Then,

for all δ ≥ 0, the set

Bδ = {(q1, q2) ∈ Q1 ×Q2, VB(q1, q2) ≤ δ}

is a δ-approximate bisimulation between T1 and T2.

Let us remark that particularly, the zero set of a bisimu-

lation function is an exact bisimulation between T1 and T2.

The following corollary is straightforward from Theorem 2.6

and Definition 2.3.

Corollary 2.7: [8] Let VB be a bisimulation function. Let

δ be the value of the following game:

δ = max
(

max
q1∈Q0

1

min
q2∈Q0

2

VB(q1, q2), max
q2∈Q0

2

min
q1∈Q0

1

VB(q1, q2)
)

(1)

Then, T1 and T2 are approximately bisimilar with the preci-

sion δ.

Thus, the challenge consists in developing methods to

compute bisimulation functions for several classes of tran-

sition systems. In the following, this is done for nonlinear

dynamical systems.

III. APPROXIMATE BISIMULATIONS FOR NONLINEAR

DYNAMICAL SYSTEMS

We consider nonlinear dynamical systems of the form:

∆i =
{

ẋi(t) = fi(xi(t), ui(t)),
yi(t) = gi(xi(t))

, i = 1, 2

with xi(t) ∈ R
ni , xi(0) ∈ Ii where Ii is a compact subset

of R
ni , ui(t) ∈ Ui where Ui is a compact subset of R

mi

and yi(t) ∈ R
pi . We assume that ∆1 and ∆2 have the same

observation space (i.e. R
p1 = R

p2 = R
p) which is equipped

with the usual Euclidean distance. In the spirit of [15], we

rewrite the nonlinear dynamical system ∆i as the following

labeled transition system Ti = (Qi, Σi,→i,Q0
i ,Πi, 〈〈.〉〉i),

where:

• the set of states is Qi = R
ni ,

• the set of labels is Σi = R
+,

• the transition relation →i is given by xi
t→i x′

i if and

only if there exist a locally measurable function ui(.)
and an absolutely continuous function zi(.) such that

zi(0) = xi, zi(t) = x′
i and

∀s ∈ [0, t], ui(s) ∈ Ui and żi(s) = fi(zi(s), ui(s)),

• the set of initial states is Q0
i = Ii,

• the set of observations is Πi = R
p,

• the observation map is given by 〈〈x〉〉i = gi(x).
Note that the transition system is nondeterministic, since for

a given t, there are many possible evolutions from a state.

We define the following notations: x = [x1 x2]T and

f(x, u1, u2) =
[

f1(x1, u1)
f2(x2, u2)

]
, g(x) = g1(x1) − g2(x2).

We now consider the problem of computing a bisimulation

function between the nonlinear dynamical systems ∆1 and

∆2. The following proposition gives a more tractable char-

acterization than Definition 2.5.

Proposition 3.1: Let p : R
n1 × R

n2 → R
+ be differen-

tiable and let ∇p denote its gradient. If for all x ∈ R
n1+n2 ,

p(x) ≥ g(x)T g(x), (2)

maxu1∈U1 minu2∈U2 ∇p(x)T f(x, u1, u2) ≤ 0, (3)

maxu2∈U2 minu1∈U1 ∇p(x)T f(x, u1, u2) ≤ 0, (4)
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then VB(x) =
√

p(x) is a bisimulation function.

Due to the lack of space, the proof of this result is not

stated here.

Remark 3.2: The concept of bisimulation function is rem-

iniscent of robust control Lyapunov functions [5], [12],

though they slightly differ in spirit. Indeed, considering the

input u1 as a disturbance and the input u2 as a control

variable, the interpretation of equation (3) is that for all

disturbances their exist a control such that the bisimulation

function decreases during the evolution of the system. In this

context, u2 may have full knowledge (and be a function)

of u1. In comparison, a robust control Lyapunov function

would require that their exist a control u2 such that for

all possible (and unknown) disturbances u1 the function de-

creases during the evolution of the system. Therefore robust

control Lyapunov functions require stronger conditions than

bisimulation functions.

Note that many functions may satisfy equations (2), (3),

and (4), which give sufficient conditions for obtaining a

bisimulation function. Furthermore, by Corollary 2.7, we

know that we can evaluate the precision of the approximate

bisimulation by solving the static game (1). Thus, the smaller

the bisimulation function, the smaller the value of the game,

the tighter the precision of the approximation.

IV. SUM OF SQUARES FORMULATION

In order to design computational methods to compute

bisimulation functions, we restrict our study to the class

of deterministic (autonomous) systems (i.e. f(x, u1, u2) =
f(x)). Under this assumptions, equations (3) and (4) become

equivalent, and reduce to a Lyapunov-like condition. For

linear dynamical systems, it is well known that Lyapunov

functions can be found in the class of quadratic forms

and that they can be computed solving some linear matrix

inequalities. In [7], we showed that, for linear systems,

quadratic bisimulation functions are universal for linear

systems. For nonlinear systems, the set of quadratic forms

is often too restrictive to find global Lyapunov functions or

bisimulation functions.

Recently [14], [16], [17], [18], it has been shown that

functions that can be expressed as sum of squares are good

candidates for Lyapunov functions of nonlinear systems.

Moreover, these can be computed using semidefinite pro-

gramming [19], [21]. In this section, we show that a similar

approach can be used for the computation of bisimulation

functions for nonlinear systems.

A. Sum of Squares Programs

A multivariate polynomial p(x) is a sum of squares, if

there exist polynomials q1(x), . . . , qm(x), such that

p(x) =
i=m∑
i=1

q2
i (x).

Hence, a sum of squares is a positive function. Moreover,

it has been shown [16] that the condition p(x) is a sum
of squares is computationally much more tractable than the

condition p(x) ≥ 0.

For a large range of computational problems involving

polynomial inequality constraints (such as Lyapunov func-

tion search or constrained optimization), replacing nonneg-

ativity conditions by sum of squares constraints leads to a

conservative approximation of the problem (in the sense that

all the constraints of the initial problem are satisfied by the

solution of the approximate one) which can be solved using

semidefinite programming.

The sum of squares optimization toolbox SOSTOOLS

[17], [18] allows to solve several computational problems

involving sum of squares constraints. Though SOSTOOLS

can handle more complex sum of squares programs (e.g.
with equality constraints), we will only consider programs

in the following class:

Minimizec∈RN ωT c, (5)

subject to bj(x) + cT aj(x) is a sum of squares

for all j ∈ {1, . . . , J}
where ω is a vector of R

N and for all j ∈ {1, . . . , J}, aj(x)
is a N -dimensional vector of polynomials and bj(x) is a

polynomial.

SOSTOOLS translates program (5) into an equivalent

semidefinite program for which efficient solvers exist (see

for instance [19], [21]).

B. Computing Bisimulation Functions using Sum of Squares

Let us assume that the vector fields f1 and f2 as well as

the observation maps g1 and g2 are vectors of polynomials.

We search a bisimulation function between the systems ∆1

and ∆2 under the form :

VB(x) =
√

p(x)

where p(x) is a sum of squares. Rewriting the inequalities

(2) and (3) as sum of squares constraints, we have:

p(x) − g(x)T g(x) is a sum of squares, (6)

−∇p(x)T f(x) is a sum of squares. (7)

Let a(x) be a N -dimensional vector of polynomials and ω
be an element of R

N . We denote by Ja(x) the Jacobian

matrix of a(x). Let us consider the following sum of squares

program

Minimizec∈RN ωT c (8)

subject to

−g(x)T g(x) + cT a(x) is a sum of squares,

−cT Ja(x)f(x) is a sum of squares.

It belongs to the class of program (5). Hence, it can be solved

using SOSTOOLS. Moreover, it is clear that the function

p(x) = cT a(x) where c is the solution of (8) satisfies

inequalities (6) and (7). Therefore,

VB(x) =
√

cT a(x)

is a bisimulation function between the dynamical systems

∆1 and ∆2.
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Let us remark that ω and a(x) are arbitrarily chosen. A bad

choice can result in program (8) being infeasible (i.e. there

does not exist any c such that the sum of squares constraints

are satisfied). Even if it is feasible, the resulting bisimulation

function may be inaccurate and therefore of poor utility. It

appears that the choice of ω and a(x) is critical for the

success of the method. This is illustrated in the next section

with an example.

V. EXAMPLE

Let us consider the following three dimensional nonlinear

dynamical system:

∆ :

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

⎡
⎣ ẋ1

ẋ2

ẋ3

⎤
⎦ =

⎡
⎣ −(1 + γx2

2)x1

− 1−γx2
1

2 x2 + 2x3

−(1 − γx1)2x2 − 1
2x3

⎤
⎦

[
y1

y2

]
=

[
γx1 + x2

x3

] (9)

where γ = 0.1. We assume that the initial values of

(x1, x2, x3) are in the subset of R
3:

I = [−2, 2] × {0} × [4, 6].

In this section, we consider two approximations of ∆. The

first one consists a three dimensional linear system while the

second one is a two dimensional system. We show that these

linear systems are approximately bisimilar to the nonlinear

system ∆ by computing bisimulation functions. Finally, we

show that such approximations can be useful for the safety

verification of nonlinear systems.

A. Three dimensional approximation

It is well known that (under some assumptions) a nonlinear

dynamical system is locally topologically equivalent to its

linearization at a singular point. ∆ has an unique singular

point which is the origin. Then, around the origin ∆ can be

approximated by the following linear system:

∆̃ :

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

⎡
⎣

˙̃x1

˙̃x2

˙̃x3

⎤
⎦ =

⎡
⎣ −x̃1

− 1
2 x̃2 + 2x̃3

−2x̃2 − 1
2 x̃3

⎤
⎦

[
ỹ1

ỹ2

]
=

[
γx̃1 + x̃2

x̃3

]

Let ∆̃ have the same set of initial values than ∆. We can

show that the approximation is not only local but actually

global by computing a bisimulation function between ∆ and

∆̃.

Remark 5.1: It is easy to check that the subset of R
6

B = {x1 = 0, x̃1 = 0, x2 = x̃2, x3 = x̃3} (10)

is an exact bisimulation between ∆ and ∆̃. However, ∆ and

∆̃ are not exactly bisimilar because for (x1, x2, x3) ∈ I with

x1 �= 0 (respectively (x̃1, x̃2, x̃3) ∈ I with x̃1 �= 0) there

does not exist (x̃1, x̃2, x̃3) ∈ I (respectively (x1, x2, x3) ∈ I)

such that (x1, x2, x3, x̃1, x̃2, x̃3) ∈ B.

As mentioned before, we have to define the shape of the

bisimulation function (i.e. the vector of polynomials a(x))
as well as the cost function (i.e. the vector ω) to use the sum

of squares formulation (8). We first try to find a bisimulation

function with a very simple shape using the following vector

of polynomials:

a(x) = [x2
1, x

2
2, x

2
3, x̃

2
1, x̃

2
2, x̃

2
3]

T .

The cost function is chosen so that we globally try to

minimize the value of the bisimulation function:

ω = [1, 1, 1, 1, 1, 1]T .

For these choices of a(x) and ω, the sum of squares program

(8) is feasible and hence a bisimulation function exists. The

associated sum of squares is

cT a(x) = 1.061x2
1 + 1.924x2

2 + 1.976x2
3 +

0.234x̃2
1 + 2.336x̃2

2 + 2.025x̃2
3.

Hence, we proved that ∆ and ∆̃ are approximately bisimilar.

However, this bisimulation is not good for the following

reasons. Let us consider game (1). In p(x) the variables of

∆ and the variables of ∆̃ are clearly decoupled. Hence, it is

clear that with our bisimulation function, the maximization

over (x1, x2, x3) (respectively (x̃1, x̃2, x̃3)) and the mini-

mization over (x̃1, x̃2, x̃3), (respectively (x1, x2, x3)) can be

done independently. This means that for the approximation

of a trajectory of ∆, the choice of the initial value of ∆̃
does not depend on the initial value of ∆. Thus it is clear

that this function does not carry the necessary information

to evaluate the quality of the approximation. This is mainly

due to the fact that when we chose the shape of our function

we did not use the information we had on the approximation

process.

Let us remark that when approximating ∆ by ∆̃, we

implicitly define x̃1 (respectively x̃2, x̃3) as an approximation

of x1, (respectively x2, x3). Therefore, this should be visible

in the shape of the bisimulation function.

Furthermore, according to Theorem 2.6, the zero set of

a bisimulation function is an exact bisimulation. Hence, in

order to characterize the approximation as well as possible,

the vector of polynomials a(x) should be chosen so that the

zero set of the bisimulation function is the relation B defined

by equation (10). This means that for all x ∈ B, we should

have a(x) = 0. Hence let us consider the following vector

of polynomials:

a(x) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(x1 − x̃1)2

(x2 − x̃2)2

(x3 − x̃3)2

x2
1

(x1 − x̃1)(x2 − x̃2)
(x2 − x̃2)(x3 − x̃3)
(x1 − x̃1)(x3 − x̃3)

x1(x1 − x̃1)
x1(x2 − x̃2)
x1(x3 − x̃3)

x4
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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The fourth order polynomial x4
1 was added as a component of

a(x) because the sum of square program (8) was infeasible

using the vector composed of the first ten components.

It remains to define the vector ω used in the cost function.

Let us consider game (1) where the bisimulation function is

of the form VB(x) =
√

cT a(x). For all (x1, x2, x3) ∈ I ,

there exists (x̃1, x̃2, x̃3) ∈ I (take for instance (x1, x2, x3) =
(x̃1, x̃2, x̃3)) such that

VB(x1, x2, x3, x̃1, x̃2, x̃3) ≤
√

c4x2
1 + c11x4

1

and conversely. Hence, a way to minimize the value the game

(1) is to minimize its upper bound

max
(x1,x2,x3)∈I

√
c4x2

1 + c11x4
1 =

√
4c4 + 16c11

The cost function was chosen so that we try to minimize

c4 +4c11. The sum of squares associated to the bisimulation

function is then

cT a(x) = 0.020(x1 − x̃1)2 + 1.285(x2 − x̃2)2 +
1.081(x3 − x̃3)2 + 0.075x2

1 +
0.181(x1 − x̃1)(x2 − x̃2) −
0.067(x2 − x̃2)(x3 − x̃3) +
0.015(x1 − x̃1)(x3 − x̃3) −
0.036x1(x1 − x̃1) − 0.181x1(x2 − x̃2) −
0.015x1(x3 − x̃3) + 0.010x4

1.

Hence, we showed that the systems ∆ and ∆̃ are approx-

imately bisimilar and that the precision of the approximate

bisimulation is bounded by
√

4c4 + 16c11 = 0.679.

B. Two dimensional approximation

When looking at the previous bisimulation function, it

appears that the approximation of x1 by x̃1 is a much

less important factor than the approximation of x2 by x̃2

or x3 by x̃3. Therefore, let us consider the following two

dimensional linear approximation of the three dimensional

nonlinear system ∆.

∆̃ :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

[ ˙̃x2

˙̃x3

]
=

[ − 1
2 x̃2 + 2x̃3

−2x̃2 − 1
2 x̃3

]

[
ỹ1

ỹ2

]
=

[
x̃2

x̃3

] (11)

with the set of initial values

Ĩ = {0} × [4, 6].

Following the same approach than before we can compute a

bisimulation function between ∆ and ∆̃. Actually, after some

experimentations, we found that a bisimulation function of

the form VB(x) =
√

cT a(x) could be computed for the

following very simple vector of polynomials:

a(x) =
[
(x2 − x̃2)2, (x3 − x̃3)2, x2

1, x
4
1

]T
.

It is easy to see that the value of game (1) can be bounded

by
√

4c3 + 16c4. Therefore, to define the cost function we

used ω = (0, 0, 1, 4)T . The sum of squares associated to the

bisimulation function is then

cT a(x) = 1.205(x2 − x̃2)2 + 1.202(x3 − x̃3)2 +
0.059x2

1 + 0.007x4
1.

We proved that the systems ∆ and ∆̃ are approximately

bisimilar and that the precision of the approximate bisim-

ulation is bounded by
√

4c3 + 16c4 = 0.590.

C. Safety verification

We now show how these results can be used for the

approximation of a nonlinear system in the context of safety

verification.

Let ∆ be a nonlinear system. Then Reach(∆) denotes the

reachable set of ∆ and is defined as the subset of R
p of points

reachable by the external trajectories of ∆. We consider the

problem of checking wether the intersection of Reach(∆)
with a set ΠF of unsafe sets is empty or not. Though recent

progress has been made in the reachability analysis of linear

systems allowing to design efficient and scalable methods

[6], [10], [23], the reachability analysis of nonlinear systems

[1], [13] remains expensive and is an important issue of the

safety verification of continuous and hybrid systems.

Our approach consists in approximating ∆ by a linear

system ∆̃ and in performing the reachability analysis on ∆̃.

Let us remark that ∆̃ is not necessarily the linearization

of ∆. Furthermore, ∆ and ∆̃ do not need to be of the

same dimension. The only requirement is that ∆ and ∆̃ are

approximately bisimilar with some precision δ. This can be

proved by constructing a bisimulation function between ∆
and ∆̃ using a sum of squares program. Then, the precision

δ can be evaluated by solving the game (1).

If the distance of Reach(∆̃) to ΠF is greater than δ then

from Theorem 2.4 it is straightforward that ∆ is safe.

We applied this method to the three dimensional nonlinear

system ∆ given by equation (9). On Figure 1, we represented

the trajectories of ∆ for several initial values in I . The circle

represents the set of unsafe sets ΠF , we can reasonably

conjecture that the system is safe though we did not perform

the reachability analysis for ∆.

∆ was approximated by the two dimensional linear system

∆̃ defined in equation (11). ∆ and ∆̃ are approximately

bisimilar with the precision δ = 0.590. The reachable set

Reach(∆̃) was computed using zonotope techniques [6]. On

Figure 2, we can see that the distance between Reach(∆̃) and

ΠF is greater than δ. Therefore, this allows us to conclude

that three dimensional nonlinear system ∆ is effectively safe.

This example also illustrates the important point that

robustness simplifies verification. Indeed, if the distance

between Reach(∆) and ΠF would have been smaller (and

hence the system ∆ less robust with regard to the safety prop-

erty) then the approximation of ∆ by the two dimensional

linear system ∆̃ might not have been sufficient to check the

safety of ∆. Generally, the more robustly safe a system is, the

larger the distance from the unsafe safe, resulting in larger

model compression and easier safety verification.
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Fig. 1. Several trajectories of the three dimensional nonlinear system ∆,
the circle represents the set of unsafe sets ΠF . The system ∆ seems to be
safe.
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Fig. 2. Reachable set of the two dimensional linear system ∆̃. The inner
circle represents the set of unsafe sets ΠF and the outer circle consists
of the points whose distance to ΠF is smaller than the precision of the
approximate bisimulation.

VI. CONCLUSION

In this paper, we applied the framework of approximate

bisimulations to the approximation of nonlinear systems. We

proposed a methodology to compute bisimulation functions

for autonomous systems using sum of squares programs and

we showed how these functions could be used in the context

of safety verification. Future research includes the develop-

ment of a methodology for the automatic choice of the shape

of a bisimulation function (i.e. a(x)) and of the cost function

used in the sum of squares program (i.e. ω). We also intend

to develop methods for computing bisimulation functions for

nondeterministic nonlinear systems (with disturbances) and

hybrid systems.
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