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Computation of the frequency responses for distributed systems
with one spatial variable

Binh K. Lieu and Mihailo R. Jovanovié

Abstract—For a class of distributed systems with one spatial
variable, we develop a method for computing the maximum
singular value of the frequency response operator. This com-
putation is typically done by resorting to finite-dimensional
approximations of the underlying operators. In this paper,
we introduce an alternative approach that avoids the need
for numerical approximation of the operators in the evolution
model. This involves two steps: (i) recasting the frequency
response operator as a two point boundary value problem;
and (ii) using state-of-the-art automatic spectral collocation
techniques for solving the resulting boundary value problems
with accuracy comparable to machine precision. We provide
an example from viscoelastic fluid dynamics to illustrate the
utility of the proposed method.

I. INTRODUCTION

We study the frequency responses of distributed systems
in which an independent spatial variable belongs to a finite
interval. In particular, we are interested in determining the
maximum singular value of the frequency response operator
and its corresponding left and right singular functions. Com-
putation of frequency responses for this class of systems is
typically done numerically using finite-dimensional approxi-
mations of the operators in the evolution model. For example,
pseudo-spectral methods (PSMs) [1] represent a powerful
tool for discretization of differential operators; they possess
superior numerical accuracy compared to approximation
schemes based on finite differences and they typically yield
reliable results. However, there are two major difficulties
that PSMs may encounter when dealing with systems that
contain differential operators of high order. First, PSMs may
produce unreliable results and even fail to converge upon
grid refinement; this lack of convergence is attributed to the
loss of accuracy due to ill-conditioning of the discretized
differentiation matrices [2]. Second, boundary conditions
satisfaction is one of the major difficulty in using these
methods.

In this paper, we introduce a method that avoids the
need for finite dimensional approximations of differential
operators in the evolution model. This is accomplished by
recasting the frequency response operator as a two point
boundary value problem (TPBVP) that is given by either
an input-output differential equation or by a correspond-
ing spatial state-space representation. These transformations
enable the use of recently developed computational tools,
Chebfun [3] and bvp4c [4], that can solve boundary value
problems with superior accuracy. Furthermore, boundary
conditions can be easily implemented in the proposed setup.
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Chebfun is a collection of algorithms and software sys-
tems for numerical computations that involve functions and
operators; Chebfun can handle problems that range from
basic linear algebra to complex nonlinear boundary value
problems. The major advantage of Chebfun is its ability
to represent functions and operators using an automatic
Chebyshev spectral collocation method; this feature elimi-
nates the need for grid-point convergence test. On the other
hand, bvp4c is a powerful numerical solver for systems of
first order differential equations with boundary conditions.
It implements a Simpson’s method for computing the ap-
proximate solution to the two point boundary value problem.
Similar to Chebfun, bvp4c also incorporates an adaptive
mesh refinement technique that automatically determines the
appropriate number of collocation points needed for accurate
representation of the computed solution. Using an example
from non-Newtonian fluid mechanics, which is notoriously
difficult to handle numerically [5], [6], we illustrate the
utility of our developments in producing results that exhibit
much better accuracy than conventional finite dimensional
approximation schemes.

Our presentation is organized as follows. In Section II,
we formulate the problem and discuss the notion of a
frequency response for distributed systems. In Section III,
we present the method for converting the frequency re-
sponse operator into a TPBVP that can be posed as an
input-output differential equation or as a spatial space-space
representation. In Section IV, we describe the numerical
methods for computing the maximum singular value of the
frequency response operator. In Section V, we demonstrate
the utility of our developments by providing an example from
viscoelastic fluid dynamics. We conclude with a summary of
our developments in Section VI.

II. PROBLEM FORMULATION

We study the frequency responses of distributed systems
with the evolution model

KEP(y,t) = F Py, 1) + Gd(y, 1),
‘P(yat) = H¢(y>t)7

where ¢ € [0,00) and y € [a,b] denote the temporal and
spatial variables. The spatially distributed and time varying
state, input, and output fields are represented by ¢, d, and
@, respectively. At each ¢, d(-,¢) and ¢(-,t) denote the
square-integrable vector-valued functions and &, F, G, and
‘H are matrices of differential operators with, in general,
spatially varying coefficients. For example, the ¢jth entry

(1a)
(1b)
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of the operator F can be expressed as

Nij

Fij =Y fijely)DP,
k=0

where each f;; 5 is a smooth function on the interval [a, b],
k) = 9% /9yk, and n;; is the highest differential order of
Fij.
Application of the temporal Fourier transform yields the
frequency response operator of system (1) [7], [8]

T(w) =H (jwE —F)~G, 2)

where w is the temporal frequency, and j is the imaginary
unit. For an exponentially stable system (1), (2) describes
the steady-state response to harmonic input signals across
the frequency w. Namely, if the input is harmonic in ¢, i.e.,
d(y,t) = d(y,w)e“!, with d(-,w) denoting some spatial
distribution in y, then the output is also harmonic in ¢ with
the same frequency but with a modified amplitude and phase

@(y,t) = ([T(w)dw)] (y)) .

Note that the amplitude and phase are precisely determined
by the frequency response at the frequency w.

The nth singular value of the frequency response operator
T is determined by

o (T) = M (TTY),

where A, (-) denotes the nth eigenvalue of a given operator
and 7 represents the adjoint operator. For any fixed w,
the maximum singular value, opmax(7) = max, o, (T),
determines the largest amplification from d to ¢ and it can
be used to characterize the robustness of a system [9].

The computation of o,y (77) is typically done numeri-
cally using finite dimensional approximations of the differ-
ential operators in (1). In this work, we develop alternative
methods for computing opax(7). These methods do not
require numerical approximation of the operators in (1).
Instead, we reformulate the frequency response operator (2)
into a TPBVP that can be solved with superior accuracy us-
ing recently developed computational tools. We illustrate the
utility of our developments on an example from viscoelas-
tic fluid dynamics, where finite dimensional approximation
techniques fail to produce reliable results.

III. TWO POINT BOUNDARY VALUE REPRESENTATIONS
OFT,T* ANDTT*

In this section, we first describe the procedure for de-
termining the two point boundary value representations of
the frequency response operator (2). These are given by
either a high-order input-output differential equation or by a
system of first-order differential equations in spatial variable
y. We then discuss the procedure for obtaining corresponding
representations of the adjoint operator 7* and the operator
TT™.

A. Representations of the frequency response operator T

The temporal Fourier transform of (1) with zero initial

conditions yields [7]
(Jwg - ]:) ¢(yaw) = gd(va)v
ply,w) = Ho(y,w).

(3a)
(3b)

System (3) represents a family of ordinary differential equa-
tions (ODEs), with boundary conditions at a and b, param-
eterized by the temporal frequency w. Using the definitions
of the operators in (3), we obtain the following differential
equations

[Ao@](y) = [Bod](y),
T wly) = [Coo](y), )
where
Ay = Zaz DO, B, = ZB )D,
CQ = Z’)’Z D(l
e
No = Y (WaiE, + W, E,) DO,
i=0
D@ o1
D bs

Here, D¢ = di¢/dy’, E, and E; denote the point
evaluation functionals at the boundaries, e.g.,

[Ea#](y) = o(a),

and {W,;, W;;} are constant matrices that specify the
boundary conditions on ¢. For notational convenience we
have omitted the dependence on w in (4), which is a
convention that we adopt from now on. Here, n, m, k, and ¢
denote the highest differential orders of the operators .Ag, By,
Co, and Ny, respectively. If the number of components in ¢,
d, and ¢ is given by s, 7, and p, then {e;(y)} are matrices
of size s x s with entries determined by the coefficients of
the operator (jw€ — F); {B;(y)} are matrices of size s x 7;
and {~v,(y)} are matrices of size p x s. We also normalize
the coefficient of the highest derivative of each ¢; to one,

=1, i=1,...,s,

ani,ii

where o, ;; is the iith component of the matrix c,,, and
n; identifies the highest derivative of ¢;. In order to make
sure that the input field d in (4) does not directly influence
the boundary conditions and the output field ¢, we impose
the following technical assumption on system (4)

{<n, m<n—4¥ k<n—m.

Alternatively we can rewrite (4) into a system of first-order
differential equations. This can be done by introducing state
variables, {x;(y)}, where each of these states represents a
linear combination of ¢, d, and their derivatives up to a
certain order. Due to space limitations, we omit the detailed
procedure for converting a high-order ODE with spatially
varying coefficients given by (4) to a family of first-order
ODEs. This transformation yields the following spatial state-
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space representation of the frequency response operator 7

x'(y) = Ao(y)x(y) + Bo(y)d(y),
T:9 ey) = Coly)x(y), 5)
0 = Nix(a) + Nox(b),

where x is the state vector, Ay, By, and C, are matrices
with, in general, spatially varying entries, and N7 and N
are constant matrices specifying the boundary conditions. To
avoid redundancy in boundary conditions, N; and Ny are
chosen such that [ Ny Ny | has a full row rank. We note
that (5) is well-posed (that is, it has a unique solution for any
input d) if and only if det(Ny; + Na®y(b,a)) # 0 [10],
where ®(y, 7) denotes the state transition matrix of Ag(y).

B. Representations of the adjoint operator T *

We next describe the procedure for obtaining the two point
boundary value representations of the adjoint operator 7 *:
f — g. As shown above, the operator 7 can be recast into the
input-output differential equation (4), and the corresponding
representation of 7* is given by

(A5 (y) = [Cofl(y),
T gly) = [Bs¥l(y), (6)
0 = [Notb](y)-

It can be shown that

[A5]() = D (=1 [PV (i v)] (),
=0 B
k _
[CGElw) = D (=1 DY (v )] (),
1=0
Biwl) = Y_(-1)'[DY B w)] ().

i=0
where «f, 3, and ~; are the complex-conjugate-transposes
of the matrices «;, 3;, and ~y,.
On the other hand, the state-space representation of the
adjoint of the operator 7 is given by [10]

Z(y) = —-Ai(w)zly) — Ciy)f(y),
T :4q 8ly) = Biy)zy), @)
0 = Mj;z(a) + Maz(b),

where Af, B{, and C{ denote the complex-conjugate-
transposes of matrices Ag, Bg, and Cy. The boundary
condition matrices M; and My are determined such that
[ M1 Mo, | has full row rank and

N

(Mo )|

A procedure for selecting M; and M, that satisfy these two
requirements is given in [11]. Furthermore, we note that the
well-posedness of the adjoint representation (7) is guaranteed
by the well-posedness of 7.

C. Representations of TT*

From the above described representations of 7 and 7, we
can determine corresponding representations of 77 *: f —
¢, which represents a cascade connection of the frequency
response operator 7 and its adjoint 7*. The input-output

differential equation for 77" is obtained by equating the
output of 7* in (6) to the input of 7 in (4), d = g, yielding

[AE](y) = [Bf](y),
TT": ely) = [CE&l(y), (8)
0 = [NE](y),
where
_ [ o) _ | Ao —Bob
W= [wy)}’““[ 0 4 ]

No 0 0
OO NO:|’B:|:CS:|’C:|:CO O]

Similarly, the spatial state-space representation of 77" is
obtained by setting the output g in (7) to be the input d
in (5), which yields

- |

q'(v) A(y)aly) + By)f(y),
TT 1 ¢ly) = Cyaly), )
0 = Liq(a) + L2q(b),
where
< A Bo(y)B?
aw =[5 ] aw = l P ]
[N, 0 N, 0
Li= Ml}’b:[o Mg]’
B(y) = _ C%(y) } C(y) = [ Coly) 0].

Since a cascade connection of two well-posed systems is
well-posed, the existence and uniqueness of solutions of (8)
and (9) is guaranteed by the well-posedness of the corre-
sponding two point boundary value representations of 7 and

T

IV. COMPUTATION OF THE MAXIMUM SINGULAR VALUE
OF T

In this section, we utilize structure of the above presented
two point boundary value representations of 77 * to develop
a method for computing the maximum singular value of the
frequency response operator 7, 02, (T) = Amax(TT).
Since the operator 7T is positive semi-definite, all of its
non-zero eigenvalues are real and positive. In view of this, we
employ a power iteration scheme to determine Apax (77 ).
In addition to Ay ax, the power iterations produce a sequence
of functions that converges to the principle eigenfunction of
the underlying operator.

The power iteration method requires finding the solution

to
ely) = [TT f](y),

which can be obtained either by solving an input-output dif-
ferential equation (8) or a system of first-ordered ODEs (9).
In what follows, we present the procedure for solving (10)
using both representations of 77*. We find the solution
to (8) by recasting it into a corresponding integral formula-
tion. We then employ recently developed automatic Cheby-
shev spectral collocation method [3] to solve the resulting
integral equation. On the other hand, the solution to (9) is

(10)
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obtained using MATLAB’s two point boundary value problem
solver bvp4c [4].

A. Solution to a high-order differential equation using inte-
gral formulation

The solution to a two point boundary value problem (8)
can be obtained numerically by approximating the differen-
tial operators using, e.g., pseudo-spectral collocation tech-
niques. For differential equations of a high-order, the result-
ing finite-dimensional approximations may be poorly condi-
tioned. This difficulty can be overcome by converting a high-
order differential equation into an integral equation [12].
This conversion utilizes indefinite integration operators that
are characterized by condition numbers that remain bounded
upon discretization refinement. The procedure for achieving
this conversion, that we present next, extends the results
of [13] from a scalar case to a system of high-order differ-
ential equations. We then describe the numerical technique
for solving the resulting system of integral equations.

Instead of trying to find the solution £ to (8) directly,
we introduce two unknown variables, u and k. The ith
component of the vector u is determined by

w(y) = [D"&] @),

where n,; denotes the highest derivative of ¢; in the ith
equation of the system

[AE](y) = [Bf](y).

On the other hand, k denotes the vector of integration
constants which are to be determined from the boundary
conditions. The solution £ is then given by

& = Ju + Kk, (11)
where the operators 7 and K are given by
J(n1) K1)
J = - , K= ;
J(ns) K (ns)

with J(") denoting the indefinite integration operator of
degree n;, and K" representing a matrix with columns
that span the vector space of polynomials of degree less than
My, ie.

KM = [ Koly) Ki(y) Kni-1(y) |,
Kofw) = 1. Ki(0) = 5 (—a.

Substitution of (11) into (8) yields the integral representation
of the operator 77T *
AJ AK u B ¢
v v L] = o]
u
o=[CcT cK] [ } .
k
Clearly, the integration constants are determined by

k=-WNK)"WJ)u,

and invertibility of the matrix (M) follows from well-

TT* (12)

posedness of the two-point boundary value problem (8).
Finally, this expression for k in conjunction with (12) yields

u= (AT - (AWNK) WV T)) " (BF),
e = (CT—-(CKYNK)LNT)) u

For a given f, we can now numerically determine the solu-
tion ¢ by rewriting the input-output differential equations (8)
representing 77 * into an integral form (12). Solving the
integral forms of boundary value problems is facilitated
by recently developed computational package Chebfun [3].
Indefinite integration operators and functions can be easily
represented in Chebfun’s environment. This provides an
elegant high-level language that allow users to solve the
integral equations with few lines of code.

B. Solution to a spatial state-space representation

We next provide an explicit formula for the solution to
the TPBVP given by a system of the first-order differential
equations, and describe numerically efficient method for
computing this solution.

The solution to a well-posed TPBVP (9) is given by

o(y) = Cly) ( [ enBota an -
b
®(y,a) (L + Lo®(b,a)) " L2/

®(0. 1B dn ).
a
where ®(y,n) denotes the state transition matrix of A(y).
If matrix A is y-independent, the state-transition matrix
®(y,n) simplifies to a matrix exponential e¥="),

For a system with spatially-varying coefficients in y, a
matrix-valued differential equation needs to be solved in
order to obtain the state transition matrix ®(y,n) for each
y,m € [a, b]. For a system with constant coefficients, the
matrix exponential has to be computed instead. MATLAB’S
initial value problem solvers, e.g., 0de45 and ode15s, can
be used to compute ®(y,n). We note that the computation
of the state transition matrix using these solvers may be
numerically ill-conditioned, thereby producing erroneous re-
sults. This problem can be circumvented by using MATLAB’s
two point boundary value problem solver bvp4c to directly
solve (9). bvp4c explicitly accounts for the boundary condi-
tions and it implements a Simpson’s method for computing
the approximate solution to, in general, nonlinear two point
boundary value problems [4]. Potential numerical instabil-
ities are avoided by dividing the integration interval [a, b]
into subintervals and by approximating the solution within
each of these by a cubic polynomial.

C. An algorithm for computing the maximum singular value

We now present the standard power iteration algorithm for
computing oyax (7). This algorithm converges, with a geo-
metric rate, if the initial f has a component in the direction
of the principal eigenvector, and its rate of convergence is
determined by the ratio of the second largest and the largest
eigenvalues of 77 * [14].

V. AN EXAMPLE FROM VISCOELASTIC FLUID DYNAMICS

We now use an example from viscoelastic fluid dynamics
to illustrate our developments. We compute the maximum
singular value using Algorithm 1 and provide comparison
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Algorithm 1 Power iteration

function [@, ] = power(TT*,f, tolerance)

1. £+« f/||f||2; f satisfies the boundary conditions

2 8 4 005

3: while ||s||2 > tolerance do

4 (y) < [TT*f](y); using either the integral formu-
lation (Section IV-A) or the state-space formulation
(Section IV-B).

5 Aol o=@/ Ns—f—p; f+— p;

6: end while

of our results with those obtained using a standard pseudo-
spectral collocation method [1].

We consider the dynamics of two-dimensional velocity and
polymer stress fluctuations in an inertialess channel flow of
viscoelastic fluids; see Fig. 1 for geometry. For background
on the governing equations and the use of system norms
in understanding the transient and asymptotic dynamics of
viscoelastic fluids, we refer the reader to [15], [16]. In the
absence of inertia, the dynamics of velocity and polymer
stress fluctuations are governed by

(9,57' = F11T+F12¢ (13a)
A% = Fy 7+ Bd (13b)
u _ D(l)
()
where
[ fly) O 0
F11 = W€I f(y) 0 s
0 2Wel f(y)
2We k21 — 2jk, DW
Fip = D®) (1 4 2We?)k2T )
| 2jks (1 +2We?) DD 4 2 We D®
1 _
Fy = ( Bﬂ) [ jk, DY — (D® + k2I) —jk, DV ],
1
B = 5[ —DW kI |, fy) = —(1+ Wejkey)I,
A2 = DW _2k2D®) 4 AT,
Here, 7 = [ 72 712 ™1 ]T with 7;; denoting the

polymer stress fluctuations; ¢/ is the stream function; and
d=[d d ]T with d; and dy representing the body
force fluctuations in the streamwise (z) and wall-normal
(y) directions, respectively. The fields of interest are the
streamwise (u) and the wall-normal (v) velocity fluctuations.
We note that the spatial Fourier transform in x has been
utilized to yield a system (13) with one spatial coordinate,
y € [—1,1], with the dynamics in x being captured by the
wave-number, k,. The important parameters that appear in
the equations are the viscosity ratio, 5 € (0, 1), which is the
ratio of the solvent to the total viscosity, and the Weissenberg
number, We, which is the ratio of the fluid relaxation time to
the characteristic flow time. It is well known that system (13)
is exponentially stable for all (k,, 3, We).

Y 7 q
p= "=

x
z T

Fig. 1. Channel flow geometry. We consider the dynamics of two-
dimensional flow fluctuations in the (x, y)-plane.
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Fig. 2. Maximum singular value of the frequency response operator for an
inertialess shear flow of viscoelastic fluids as a function of We at k, = 1,
B = 0.5, and w = 0. (a) Pseudo-spectral method (PSM) with: x, N = 50;
o, N = 100; +, N = 200; (b) Vv, bvp4c; A, integral formulation; +, PSM
with N = 200.

The polymer stresses can be eliminated from the model
by substituting the temporal Fourier transform of (13a)
into (13b), yielding the forced TPBVP in y for the stream
function, ¥ (y),

V" (y) + az(y)" (y) + a2(y)¥" (y) + ar(y)¥' (y) +
0 8] 353+ 1m0 01 5]
(14)

The coefficients {a;(y),b;(y)} have rather complicated ex-
pressions and are not reported here for brevity. Input-output
differential equation (14) describes the frequency operator
T and it is parameterized by w, k,, 3, and We with the
boundary conditions ¢(y = £1) = ¢’(y = £1) = 0. For no-
tational convenience, we have suppressed the dependence of
1, dy, da, and their spatial derivatives on (w, k,, 3, We). The
ordinary differential equation representing the adjoint system
can be determined using expression (6). For brevity, the state-
space representation of the operator 7 (w, k., 3, We) is not
reported here.

In what follows, we fix k, =1, 3 = 0.5, and w = 0 and
examine the effects of the Weissenberg number, We, on the
frequency responses. Figure 2(a) shows the We-dependence
of omax, Which is computed using a pseudo-spectral method
(PSM) [1]. For We < 10, the maximum singular value
converges as the number of collocation points, [V, increases
from 50 to 200. However, for We > 10, the increased number
of collocation points in y does not necessarily produce
convergent results. For example, at We = 90 and We = 100,
Omax computed using N = 200 is significantly larger than
Omax Obtained with N = 50 and N = 100. This lack of
convergence originates from the ill-conditioning of pseudo-
spectral method in inertialess shear flow of viscoelastic
fluids. On the other hand, the maximum singular values
computed using Chebfun for the integral formulation and

ao(y)Y(y) =
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Fig. 3. Principle singular functions of the frequency response operator for

inertialess shear flow of viscoelastic fluids for We = 100, k;, = 1, and
B = 0.5. First row: real part of umax and second row: imaginary part of
Umaz- (2) and (b) Pseudo-spectral method (PSM) with: X, N = 50; o, N =
100; +, N = 200; (c) and (d) Vv, bvp4c; A, integral formulation.

bvp4c for the spatial state-space representation are equal to
each other; see Fig. 2(b) for an illustration. This figure also
shows opax Obtained using PSM with N = 200 collocation
points in y. We note that Chebfun and bvp4c automatically
adjust the number of collocation points in order to obtain
solutions with an a priori specified tolerance.

The principal singular functions corresponding to the
streamwise and wall-normal velocity fluctuations for We =
100 are shown in Fig. 3. Figures 3(a) and 3(b) show the
same profiles obtained using a pseudo-spectral method with
different numbers of collocation points. Note the lack of
convergence in the profiles as the number of collocation
points are increased. At N = 200, both the streamwise and
the wall-normal profiles exhibit numerical instabilities with
singularities starting to appear in the center of the channel.
On the other hand, no numerical instabilities are observed
with Chebfun and bvp4c, and the corresponding principal
singular functions exhibit nice symmetry with respect to the
center of the channel; see Figs. 3(c) and 3(d).

We end with a brief discussion about the efficiency of
the power method used in conjunction with Chebfun and
bvp4c for this particular example. We note that much shorter
computational time was achieved by Chebfun when solving

ely) = [TTf](y).

Furthermore, only few power iterations were required to
achieve a relative error of 1076 in the computation of
the maximal singular value. However, depending on the
initial input to the power iterations, the principal singular
functions may converge very slowly. We note that this rate of
convergence can be improved by employing a more advanced
iterative method, e.g., Arnoldi’s method. Application of the
Arnoldi’s method in Chebfun and bvp4c environments is a

topic of our ongoing effort.

VI. CONCLUSION

We develop a method for computing the maximal singular
value of the frequency response operator for a class of
distributed system with one spatial variable. Our method
avoids the need for numerical approximation of differential
operators in the evolution model by recasting the frequency
response operator as a two point boundary value problem.
Along with recently developed state-of-the-art computational
tools, Chebfun and bvp4c, our method produces results that
exhibit superior accuracy compared with conventional finite-
dimensional approximation schemes. We provide an example
from viscoelastic fluid dynamics to illustrate the utility of our
developments. Our ongoing efforts are focused on developing
the efficient methods for computation of the H,, norm for
the class of distributed systems considered in this paper.
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