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Algorithms for Leader Selection in Large Dynamical Networks:
Noise-corrupted Leaders
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Abstract— We examine the leader selection problem in multi-
agent dynamical networks where leaders, in addition to relative
information from their neighbors, also have access to their
own states. We are interested in selecting an a priori specified
number of agents as leaders in order to minimize the total
variance of the stochastically forced network. Combinatorial
nature of this optimal control problem makes computation of
the global minimum difficult. We propose a convex relaxation
to obtain a lower bound on the global optimal value, and use
simple but efficient greedy algorithms to obtain an upper bound.
Furthermore, we employ the alternating direction method of
multipliers to search for a local minimum. Two examples are
provided to illustrate the effectiveness of the developed methods.

Index Terms— Alternating direction method of multipliers,
consensus, convex optimization/relaxation, greedy algorithm,
leader selection, performance bounds, variance amplification.

I. INTRODUCTION

The consensus of the multi-agent networks is of funda-
mental interest in the context of distributed control [1]-
[4]. It is desired that agents reach agreement on quantities
such as heading direction, velocity, and inter-agent spacing
in a decentralized fashion. Furthermore, the agents must
maintain the agreements in the presence of uncertainty such
as exogenous noises. In view of this, the robustness of
consensus in networks subject to stochastic disturbances has
recently received considerable attention [S]-[7].

In this paper, we consider the networks where all agents
use relative information exchange with their neighbors while
some agents, leaders, also have access to their own states.
This setting is particularly relevant to vehicular formations
where all vehicles are equipped with ranging devices that
allow them to measure relative distances with respect to their
neighbors while the leaders additionally have GPS devices.

We are interested in selecting a number of agents as
leaders in order to minimize the overall variance in a net-
work subject to stochastic disturbances. This leader selection
problem has a convex objective function, but constraints are
of combinatorial nature, implying the difficulty in computing
the global minimum for large networks. We focus on comput-
ing lower and upper bounds on the global optimal value; in
particular, we solve a convex relaxation of the combinatorial
problem to obtain a lower bound, and develop efficient
greedy algorithms to obtain an upper bound. Furthermore,
we employ the alternating direction method of multipliers
to search for a local minimum of the leader selection
problem. This approach is capable of handling the nonconvex
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Boolean constraints explicitly by simple projection. The main
contribution of the paper is the development of these efficient
algorithms that facilitate study of the achievable performance
in large dynamical networks.

In [8], a closely related leader selection problem has been
formulated under the assumption that the leaders are follow-
ing the desired trajectory at all times and are unaffected by
input disturbances. In the companion paper [9], it is shown
that the noise-free leader selection problem formulated in [8]
can be relaxed to a semidefinite program that can be solved
efficiently. This is achieved by linearizing the objective
function and by relaxing combinatorial Boolean constraints.
Furthermore, an interpretation of the leader selection prob-
lems is provided in terms of electrical networks using Kron
reduction theory [9].

The paper is organized as follows. In Section II, we
formulate the leader selection problem and discuss the con-
nection of our formulation with the one considered in [8]
and [9]. In Section III, we obtain a lower bound on the
global optimal value of this combinatorial optimal control
problem by solving a convex relaxation. In Section IV, we
obtain an upper bound on the optimal value using greedy
algorithms. In Section V, we employ the alternating direction
method of multipliers to search for a local minimum of
the leader selection problem. Two examples are provided to
demonstrate the effectiveness of the developed methods in
Section VI. We summarize our results in Section VIIL.

II. LEADER SELECTION PROBLEM

We consider a connected, undirected network of n single-

integrator nodes
i’i = u; + Wi, 1= ].,...,TL,

where x; is the state, w; is the zero-mean unit-variance white
stochastic disturbance, and wu; is the control. A node is a
follower if it uses only the relative information exchange
with its neighbors to compute its control action,

U; = — Z (.’EZ — (Ej),
JEN;
where M; is the set of neighbors of node ; a node is a leader

if, in addition to the relative information exchange with its
neighbors, it also has access to its own state,

U; = — Z (:Cifl'j)
JEN;

where «; is a positive number.
The state-space representation of the network is given by

& = —(L 4+ DoH)z + w,

— Q4 Ty,

where L = L7 is the Laplacian matrix of the graph,
a=la - ap)t, h=[hy - h,]T, D, = diag{a}, and
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H = diag{h}. Here, the Boolean-valued h; fori =1,...,n
indicates that node 7 is a leader if h; = 1, and that node 7 is
a follower if h; = 0.

Following [6], [8], we consider the steady-state variance
of the network

V,s = trace (tli)moo E{x(t)xT(t)}> ,

which quantifies variance amplification of the network sub-
ject to stochastic disturbances. For connected undirected
graphs, the steady-state covariance matrix can be obtained
explicitly from the corresponding Lyapunov equation,

Jim £{x(t)2" (1)) = (1/2) (L + DoH)™,
thereby yielding,
Vis = (1/2)trace (L + DoH)™').

In the leader selection problem considered in [8], it is
assumed that the leaders are maintaining their desired trajec-
tories at all times and are unaffected by input disturbances.
In the coordinates of deviation from the desired trajectory,
this assumption implies that the state of every leader is
identically equal to zero. Therefore, the rows and columns
corresponding to the leaders can be eliminated from the
state equations, keeping only the dynamics of the follower
nodes [8]

Ty = —Lpxy + wy.

Here, z; is a vector containing all states of followers, wy
is the vector of disturbances affecting them, and L is the
(n—k) x (n— k) submatrix of L obtained by removing the
rows and columns of L that correspond to the leaders. The
steady-state variance of the followers is given by

(1/2) trace (L, ").
As shown in Appendix A,
trace (L;') = lim trace (L + Do H)™), (1)

Qi —» 00
i.e., trace (L; ') is equivalent to V, when the state feedback
gains {«;} of the leaders all grow to infinity.

We are interested in identifying a subset of nodes that are
effective in reducing the variance of the network. Thus, we
consider the problem of choosing £ leaders with 1 <k <n
to minimize the steady-state variance

J(h) = trace (L + DoH)™")
subject to  h; € {0,1}, i =1,...,n,

Zhi = k.

i=1

minimize

(LS)

The objective function J(h) in (LS) is convex for positive
definite matrix L + D,H and the summation constraint
in (LS) is linear. The difficulty of this problem comes from
the Boolean constraints h; € {0,1}, which are not convex.
For large problems, it is not computationally feasible to per-
form exhaustive search, since the n-choose-k combinations
grow exponentially fast as the problem size increases.

ITI. CONVEX RELAXATION

In this section, we consider a convex relaxation of the
leader selection problem (LS). By solving the relaxed prob-
lem, we obtain a lower bound on the optimal value Jgp

of (LS). We show that the convex relaxation can be for-
mulated as a semi-definite program (SDP) and thus can be
solved by available SDP solvers. Furthermore, we develop an
efficient customized interior point method for large problems.

A convex relaxation of the leader selection problem is
obtained by enlarging the Boolean constraint sets h; € {0, 1}
to the convex sets h; € [0, 1],

minimize J(h) = trace (L + DoH)™)
subjectto 0 < h; < 1 )

Zhi = k.

i=1

, 1=1,...,n
(CR)

Let h* be a global minimum of the convex optimization
problem (CR). Since we have enlarged the constraint sets,
the optimal value J(h*) of the relaxed problem provides a
lower bound on the optimal value J,p¢, of (LS). Note that h*
may not provide a selection of k leaders since it may turn
out to be non-Boolean-valued.

Note that (CR) can be formulated as a semi-definite
program using the Schur complement [10, Appendix 5.5]

minimize trace (X)
. X I
subject to [ I L+D,H ] >0

0<h <1, i=1 (SDP)

Zhi = k,

i=1

geeey

and thus can be solved efficiently, for small and medium size
problems, using standard SDP solvers.

A. Customized interior point method

We next develop a customized interior point method to
deal with large problems. We consider the following approx-
imation of (CR)

minimize gq(h) = ;yltrace ((L + DQH)71)+
> (= log(hi) — log(1 —hi))  (2)

i=1
subject to  17h = k,

where «y is a positive scalar and 1 is the vector of all 1’s.
The log-barrier function — log(h;) increases to infinity as h;
approaches zero, while —log(1 — h;) increases to infinity
as h; approaches 1. Augmenting the objective function with
these log-barrier functions provides an approximation to the
convex relaxation (CR) with inequality constraints. The qual-
ity of this approximation is determined by the positive scalar
~; the solution of the approximate problem (2) converges to
the solution of the convex relaxation (CR) as the parameter
~ increases to infinity [10, Section 11.2]. Thus, we solve
a sequence of the approximate problems (2) by gradually
increasing ~y, and by starting each minimization using the
solution of the problem for the previous value of ~.

For fixed , we employ Newton’s method to solve the
approximate problem (2). Using standard procedure [10,
Section 10.2], we determine the Newton direction

hoe = — (V?q)7'Vq — n(V3q)™'1,
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where
_ 1T(VPq)'vg

17(V2g) 11

Here, we provide the expressions for gradient and Hessian
of ¢ and omit derivation for brevity

(V@)i = = you (L+DoH) )i — hyt = (hy = 1)1,
V2q =27 (Do(L + DoH)™2Dy) o (L + Do H) ' +
diag{h; 2 + (1 —h;)"2},

where (Vgq); denotes the ith entry of the vector Vg, (-)
denotes the ¢ith entry of a given matrix, and o denotes the
entry-wise multiplication of matrices.

We next examine complexity of computing the Newton
direction. The major cost of forming Hessian V2¢ is to
compute (L + D,H)™2, which takes (7/3)n3 operations
to compute (L + D,H)~! and n® operations to form
(L+D,H)~2. Computing the Newton direction h, requires
solving two linear equations,

(V2q)y = —Vq, (V?q)z = -1,

which takes (1/3)n® operations using the Cholesky factor-
ization. Thus, computation of each Newton step requires
(11/3)n3 operations. In comparison, solving (SDP) using
available SDP solvers takes O(n®) operations.

IV. GREEDY ALGORITHMS

With the lower bound obtained from solving the convex
relaxation (CR) in Section III, we next consider two greedy
algorithms to obtain an upper bound on the optimal value
Jopt- The first algorithm selects one leader at a time by
assigning the node that provides the largest performance
improvement as the leader. The second algorithm attempts
to improve a given choice of k leaders by checking pos-
sible swaps between leaders and followers. Similar greedy
algorithms have been used in [8], [11]. However, in both
cases, we show that substantial improvement in algorithmic
complexity can be achieved by exploiting structure of the
low-rank modifications to the Laplacian.

A. One-leader-at-a-time algorithm

We select one leader at a time by assigning the node that
results in the largest performance improvement as the leader.
To select the first leader, we compute

Ji = trace (L + aje;el)7),

for © = 1,...,n, and assign the node, say v;, that achieves
the minimum value of {.J;}. If two or more nodes provide
the largest performance improvement, we select one of these
nodes as a leader. After choosing s leaders, vy,...,vs, We
compute

Jiy = trace (Ls + ouee] )7,

S

for i ¢ {v1,...,vs}, and select node v,y that yields the
minimum value of {.J¢,,}. Here,

T T
Ly = L + ayep e, + - + ey,

This procedure is repeated until all k leaders are selected.
Without exploiting structure, the above procedure requires
O(kn*) operations. On the other hand, the rank-1 update

formula obtained from matrix inversion lemma
-1, .,,T1-1
L;" oyeie; L

Ly + azeel)™ = L71 —
(Ls iie: ) 1+ ael'Lite;’

S

yields

ail [ (L7 1)ill3
1+ (L3 )i
where (L;1); is the ith column of L;! and (L;1!);; is the

iith entry of L7!. To initiate the algorithm, we use the
generalized rank-1 update [12],

Lyt = Lt —(LTe)1T—1(LTe)T + ((1/ay) + el LTe;)117,
and thus,

Ji = trace (L") + n((1/a;) + €X' Lie;), 4)
where LT denotes the pseudo-inverse of L (e.g., see [13])

Lt = (L + (1/n)117)~1 — (1/n)117.

. 3)

S

Ji, = trace(L;') —

Therefore, matrix inverse can be computed using O(n?)
operations and J!,; can be evaluated using O(n) opera-
tions. Overall, k rank-1 updates, nk/2 objective function
evaluations, and one full matrix inverse require O(kn? +
n?®) operations as opposed to O(kn?) operations without
exploiting structure.

Algorithm 1 One-leader-at-a-time algorithm

1: for i =1 ton do

2:  compute J¢ using (4);

3: end for

4: choose node v; that yields the smallest value of {J;} as

a leader;

for s=1tok—1do

6:  compute J! ; using (3) for i ¢ {vy,...,vs};

7:  choose node v,y that yields the smallest value of
{Ji, 1} as a leader.

8: end for

W

B. Swap algorithm

Given a selection of k leaders, we consider swaps between
the leaders and the followers to further improve performance.
Specifically, we swap one of the k leaders with one of the
n — k followers, and check if such a swap would provide a
decrease in the objective function J. If no decrease occurs
for all possible k(n — k) swaps, we stop the algorithm. If
a swap provides performance improvement, we update the
selection of the leaders and restart checking the k(n — k)
swaps for the updated leader selection. The number of swaps
between the leaders and the followers can be quite large.
Thus, we terminate the algorithm if it reaches a maximum
number Ngya, of leader updates. If Ngy., is chosen to
be proportional to the number of nodes n, then we show
below that the worst case computational complexity takes
O(n?) operations, the same as for the convex relaxation
problem (CR).

A swap between a leader (node ¢) and a follower (node
7) leads to a rank-2 modification of the Laplacian,

7 T T
L — ajeie; + ajeje;,
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where L = L + D,H, with H = diag{h} for a given
leader selection h. Specifically, we have

(L — aieel + ajejejr)_l =

- T o _ )
L™ — L 'Ey(I, + ELL'Ey) ' EL LY,

where Eij = [67; ej], Eij = [—aiei ajej], and IQ is a
2 x 2 identity matrix. Thus, the objective function for the
leader selection with node ¢ replaced by node j is given by
Jij = tI‘aCG(Eil — (.[2 +E5E71Eij)71E£— E72Eij). (6)
Here, we do not need to form the full matrix L2, since
T 725  _ *%’({72)“ aj@*z)ij
Ba 780 = | —aii) ()
and the ijth entry of L=2 can be computed by multiplying
the ith row of L~! with the jth column of L~!. Thus,
evaluation of J;; takes O(n) operations and computation of
the matrix inverse in (5) requires O(n?) operations.

Since the total number of leader updates can be large,
we set a maximum number of the updates t0 Ngyap. If we
let Ngwap grow as O(n), then the worst case computational
complexity of the swap algorithm takes O(n3) operations
(the same as solving the relaxed problem (CR)). It is worth
mentioning that in practice the number of leader updates is
much less than O(n). Similar observation is made in [11]
where the swap algorithm is applied to a related sensor
selection problem.

Algorithm 2 Swap algorithm

1: Given a leader selection h, let s; = {sf,...,sF} and
sp = {s},.. .,s}“k} denote the index sets of leaders
and followers, respectively; set the number of swaps
m = 0;

2: for i = s to s do

3 for j = s} to s?*k do
4 compute J;; using (6);
5: if Jij < J(h) then

6: swap ¢ from s; with j from sy;
7: set J(h) = Jij;

8: increase m by 1;

9: if m = Ngyap then
10: stop;

11: else

12: go to step 2.

13: end if

14: end if

15:  end for

16: end for

V. ALTERNATING DIRECTION METHOD OF MULTIPLIERS

Since previously introduced greedy algorithms may not
yield the optimal leader selection, we next use the alternating
direction method of multipliers (ADMM) to search for a local
minimum of (LS). The ADMM has been studied extensively
since it was introduced in the 1970s [14]—[17]; see [18] for a
recent survey. A closely related split Bregman approach has

recently attracted considerable attention in the image pro-
cessing community due to its superior convergence properties
in several ¢; norm related minimization problems [19], [20].

Owing to its alternating approach, the ADMM is capable
of handling the nonconvex Boolean constraints in (LS)
explicitly by simple projection. This feature of the ADMM
facilitates a straightforward procedure to search for a local
minimum of (LS). Let us denote the objective function and
the indicator function of the constraint sets in (LS) by

f(h) = trace ((L + DoH)™),
(h) = 0 ifh;€{0,1} and 1Th =k
g a +o0o otherwise.
Hence, (LS) can be formulated as an unconstrained problem

f(h) + g(h), (7

which can be put into the following form suitable for the
ADMM algorithm,

minimize

minimize

f(h) + g(z)
h—2z=0,

where z is the auxiliary variable. Note that both the uncon-
strained problem (7) and the constrained problem (8) are
equivalent to (LS).

We form the augmented Lagrangian associated with (8)

Ly(h,2,0) = f(h) + g(z) + AT (h — 2) + (p/2) | h — 3,

where A € R" is the dual variable and p > 0 is the quadratic
penalty weight. Starting from some initial conditions z° and
A0, for k = 0,1,..., the ADMM algorithm updates

®)

subject to

hEtL = arghmin L,(h, 2%, \%), (9a)
2"t = argmin £,(h"Th, 2, A7), (9b)
AL R :_ p(hFHL — ety (9¢)
until
[T — 25Hly < e and pl|z"F! — 27|y < e

An alternating way of updating h and z in (9) motivates the
name of the method. Splitting the optimization variables into
two copies and updating them in an alternating fashion yields
the minimization problems (9a) and (9b) that are easy to
solve. The minimization of £,(h, 2", A*) in (9a) with respect
to h can be formulated as an SDP

minimize trace (X) + (A*)T(h —2%) + (p/2)||h — 2"|3

. X 1
subject to [I L—i—DaH] > 0,

which can be solved efficiently for small and medium size
problems. Even though the indicator function g(z) in £, is
non-convex, we show in Appendix B that the minimizer of
L,(h"F1 2, A%) in (9b) with respect to z is given by

Zi:{é if z > [k

if z; < [Z)k

z = h"" 4 (1/p)A%,
and [Z]p denotes the kth largest entry of Z. Thus, the
minimizer of (9b) can be determined explicitly using simple

where
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Fig. 1: A network of 25 nodes.

projection. For large problems, we employ Newton’s method
to solve (9a); the gradient and Hessian of £, with respect to
h are given by

(VLy)i = —;((L+DoH) )i + N + plhi — 2),
V2L, =2(Da(L + DyH) 2Dy) o (L+ Do H)™ + pl.
VI. EXAMPLES

In this section, we consider two examples to illustrate the
performance of the developed methods. In both examples
we set «; to be the degree of node ¢, that is, the number
of neighbors of node 7. We set the penalty weight in the
ADMM algorithm to p = 103. Note that the convergence
of the ADMM depends on the value of p; in particular, the
convergence may not take place if p is not large enough [18].

A. An example from [8]

We first consider an example from [8]; see Fig. 1. For
this small example, the global minima can be determined by
exhaustive search. It turns out that the one-leader-at-a-time
algorithm followed by the swap algorithm actually finds the
global minima. On the other hand, the ADMM provides the
global minima for the cases £ = 4 and k = 5; see Table I.
Note that both the greedy algorithms and the ADMM tend
to select nodes with large degrees (i.e., with large number of
neighbors) as the leaders. It is also worth mentioning that the
global optimal leader selections match the results reported
in [8].

B. Regular lattice

We next consider the leader selection problem for a 10x10
regular lattice. Figure 2a shows the lower bounds obtained
from solving the convex relaxation and the upper bounds
obtained from the one-leader-at-a-time algorithm followed
by the swap algorithm; for this example, the number of
swap updates is between 2 and 30. Figure 2b shows the gap
between these bounds. Note that, as the number of leaders
increases, the gap between the lower and the upper bounds
decreases. Using ADMM, we obtain the upper bounds close
to those obtained from the greedy algorithms; see Fig. 3.
The leader selections obtained using ADMM for the case
with k = 4, 20,40 are plotted in Fig. 4.

TABLE [: Computational results for the example shown
in Fig. 1. Lower bounds Jj, are obtained from solving
the convex relaxation (CR); upper bounds J,;, for greedy
algorithms — the one-leader-at-a-time algorithm followed by
the swap algorithm — are actually tight, i.e., Ju, = Jopt;
upper bounds Jy, for ADMM are tight when £ = 4 and

k= 5.

greedy algorithms ADMM
k|l Jb | Jup leaders Jub leaders
1]38.4172.3 13 118.3 25
2130.3|43.4 8,25 47.9 7,25
3126.7|35.2 8,16,25 36.7 7,16,25
4124.3130.0| 3,7,16,25 | 30.0 | 3,7,16,25
51224125813,7,9,16,25 | 25.8 |3,7,9,16,25
40,
0 10 . 1 20 2
(b)

Fig. 2: Regular lattice: (a) the lower bounds (x) obtained
from solving the convex relaxation and the upper bounds (o)
obtained from the one-leader-at-a-time algorithm followed by
the swap algorithm; (b) the gap between these bounds (x).

20 25

ot
—
—
(<2

Fig. 3: Regular lattice: the upper bounds obtained from
one-leader-at-a-time algorithm followed by the swap algo-
rithm (o) and the upper bounds obtained from ADMM (o).

0 0 0

(k=4 (b) k=20 (c) k=140

Fig. 4: The leader selections obtained using ADMM for a
10 x 10 regular lattice; leaders are signified by e.

2936



VII. CONCLUDING REMARKS

In this paper, we consider the leader selection problem
in large dynamical networks. We focus on computing the
lower and upper bounds on the global optimal value of
this combinatorial optimal control problem. In particular,
we obtain a lower bound by solving a convex relaxation
and we obtain an upper bound using greedy algorithms.
Furthermore, we employ the alternating direction method of
multipliers to search for a local minimum. We provide two
examples to illustrate the effectiveness of our approaches.
As aforementioned, the main contribution of the paper is
the development of these efficient algorithms that allow us
to estimate the achievable performance in large networks.
We intend to apply these tools for leader selection problem
in different types of networks, including small-world social
networks and random graphs, in our future work.

APPENDIX

A. Derivation of (1)

We perform appropriate permutations such that the matrix
L+ Dy H can be partitioned into

L, L
LY L+ Dy |-

Inverting the 2 x 2 block matrix and taking the trace yields
trace (L, ') + trace (L, 'LySy ' LEL, Y + S5,

where

L+DQH—[

Se = Dot + Ly — L{ L' Ly

is the Schur complement of L;. Therefore, S, L vanishes
as the state feedback gains {«;} of the leaders all grow to
infinity, and (1) follows.

B. Analytical solution of (9b)

Note that the minimization problem of L£,(h"+1 2, AF)
with respect to z is equivalent to

=)z + (p/2))lz = K3
z € {0,1}, 172 = k.
The objective function can be rewritten as

P n ) . )
B Z ((zl -z + hi"'1 — zf),

=1

minimize
. (10)
subject to

(1)

where
z = hh+ (1/p)Ar.

Projecting the minimizer of (11)

Zi = Zi, 1= 1,...,n.

onto the constraint set z; € {0,1} and 17z = k yields

1

where [Z]y; is the kth largest entry of Z.

To see (12), let us consider z' satisfying 172! = k and
2} € {0,1} but 2! is not the projection determined by (12).
Thus, there exists at least one entry of 21, e.g., the Ith entry,
such that 2z} = 1 with the corresponding z; < [2]; and at

if z;, > [Zk

if z < [2 2)

least one entry, e.g., the jth entry, such that 2]1 = (0 with the
corresponding z; > [Z];. Let

Z)? = (1-2)* + 22

o = (5 —2)* + (2 — i

J

and let
Sii =z + (1—-z)2

Since
5lj — 051 = Q(Ej — 2[) > 0,

we conclude that the objective function (11) decreases if we
choose z; = 0 and zj = 1 instead of 2z} =1 and z; = 0. In
other words, we can reduce the objective function (11) by
exchanging the values of two entries z; = 1 (with z; < [2]x)
and z} = 0 (with z; > [Z]),) until (12) is satisfied. Therefore,
the projection (12) provides the solution of problem (10).
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