
 

  

Abstract— Electromechanical valves (EMV) are a promising 
alternative to camshafts in internal combustion (IC) engines. 
This paper is mainly concerned with the control of EMVs to 
achieve a soft landing. Due to the nature of the process, control 
of the valve is normally accomplished in two phase. This paper 
addresses the control problem over the first phase, namely “the 
approach control”, where the control authority over the system 
is very low. Repetitiveness of the process and low control 
authority suggest iterative learning control (ILC) as an 
appealing solution. An ILC law that exploits the benefits of 
both feedforward and feedback approaches is proposed for this 
problem. Also, an iterative method for characterization and 
generation of the desired trajectory is provided. The 
effectiveness of the proposed approach controller is 
demonstrated through simulation studies. 

I. INTRODUCTION 
N modern internal combustion engines, mechanical 
valve trains composed of cams, lifters, and pushrods are 

being replaced with electromechanical actuators. Flexibility 
of valve actuation system, in terms of valve lift and valve 
timing, is a desirable feature for IC engines. The basic 
motivation for using electromechanical valve control is to 
achieve further controlled degree of freedom that in turn can 
provide effective enhancement of engine torque and fuel 
economy. In this regard, variable valve timing (VVT) 
systems have come to focus in the past number of years. 
However, among many proposed VVT systems, the promise 
of camless valve trains for improved engine performance, 
emission and fuel efficiency has gained a great deal of 
interest. A number of alternatives for camshaft replacement 
including hydraulic [1], rotary motor [2], piezoelectric [3], 
and electromagnetic solenoid actuators [4] have been 
proposed. Electormagnetic valve actuators (EMV), however, 
suggest the most efficient alternative in terms of cost, 
complexity, control ease, force density, and ruggedness [5].  

EMV actuator is basically a spring-magnet system as 
shown in Figure 1. It consists of two solenoids, two springs 
and an armature. The armature rest position is in the middle 
when the spring forces are in balance. Two coils can then be 
energized alternately to attract the armature to either end to 
open or close the valve. The coil that attracts the armature is 
called “catching coil” while the other is called “releasing 
coil”. Gap in this context is referred to the distance between 
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armature and catching coil. The main task of accelerating 
and decelerating the valve-armature system is performed by 
springs where the main task of the magnets is to provide 
energy for landing and holding of the armature by 
compensating for friction and combustion forces. 

 
Fig. 1. Cross sectional view of the electromagnetic valve actuator [6]. 

 
There are, however, a number of technical issues that 

needs to be addressed before EMVs can be commercialized. 
Specifically, though there have been an extensive effort on 
modeling and control of these valves, still, reliable and 
robust soft landing control subject to certain practical 
constraints is a major challenge.  

A reliable EMV control scheme should meet certain 
criteria including the “transition time” and “landing 
velocity” while satisfying voltage, current and energy 
constraints. Transition time, i.e. the time required to either 
open or close a valve, should be short enough to comply 
with high engine speeds. On the other hand, landing 
velocity, i.e. valve speed when the valve hits the cylinder 
head after the valve closing transition, should be kept low to 
avoid acoustical noise and mechanical wear. The developed 
control scheme should also be compatible with vehicle 
supply voltage standards, i.e. 42 volts, and be comparable in 
terms of consumed energy with existing IC engines. These 
required conditions along with high nonlinearity, low control 
authority and rapidly varying disturbances, together present 
a challenging control problem [7]. 

Due to the nature of this problem, as will be explained 
later in Section III, an effective strategy is to break the 
control problem into two regions i.e. large gap region and 
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small gap region. This paper mainly addresses the control 
problem in large gap region, called the “Approach control”. 
This work, in fact, completes the work undertaken by [8] for 
control over small gaps and jointly presents a thorough 
control scheme over the whole valve transition. The present 
work addresses a number of shortcomings found in the 
previous studies: 1) Designing a trajectory that can satisfy 
performance criteria as well as being realizable has been an 
issue in the previous works. This paper presents a 
framework for this purpose in which the trajectory is 
updated iteratively while the desired points are kept fixed in 
the trajectory. 2) The current limit has been overlooked in 
previous works whereas this work addresses this issue in 
implementation of its proposed control scheme. 3) 
Disturbance variation is another issue that was considered in 
simulation studies 4) Finally, the proposed approach give 
explicit consideration to constraints in an iterative learning-
based control law which is another merit of the current 
study. 

The paper is organized as follows. Section II presents the 
state-space model of the system utilized for simulation 
studies. The main contribution of the paper is developed in 
Section III.  This section poses the approach control 
problem, proceeds with proposing an algorithm for desired 
trajectory design and update, and finally presents an iterative 
learning control solution for the problem. Simulation 
experiments will be conducted in Section IV to demonstrate 
the performance and effectiveness of the proposed 
controller. Finally, Section V summarizes the results with 
some concluding remarks.  

II. MODEL DESCRIPTION FOR THE EMV ACTUATOR 
The following lumped-parameter model adopted from [8] 

is utilized for simulation studies in this paper. The model 
could be written in state space format as     

    ൜
ሶܺ ൌ ,ሺܺܨ ሻݐ ൅ ,ሺܺܩ ሻܷݐ

ܻ ൌ ,ሺܺܪ ሻݐ       (1) 

where states of the system are armature position, velocity, 
and coil current, respectively,  i.e. ܺ ൌ ሾݔ, ,ݒ ݅ሿ். The input 
of the system ሺܷሻ is the applied voltage.  The vector fields ܨ 
and ܩ are given in Equation (2). The output of the system is 
considered as the armature velocity, i.e. ܪሺܺ, ሻݐ ൌ ܺଶ. ݂ሺ ଵܺሻ 
describes the flux saturation and is parameterized as follows: 

݂ሺ ଵܺሻ ൌ
2ܿଵ

ܿଶ െ ଵܺ
൅ ܿଷ 

where ܿଵ, ܿଶ and ܿଷ are obtained through curve-fitting. The 
magnetic flux is thus characterized by ߣሺݔ, ݅ሻ ൌ
௦൫1ߣ െ ݁ି௜௙ሺ௫ሻ൯ for ݅ ൒ 0. The nomenclature of the model is 
given in Table I. 

 

TABLE I 
 MODEL NOMENCLATURE 

 
symbol name symbol name 

ݔ position ݉ mass 
ݒ velocity  ௦ spring constantܭ
݅ coil current ܤ damping 

constant 
ܷ voltage ܴ௖ coil resistance 
௦ߣ maximum 

saturated flux 
݂ሺ ଵܺሻ flux saturation 

 
The disturbances and uncertainties of the system are all 

lumped in ܨௗ௜௦௧ as an additive external force term. The major 
source of disturbance is however due to pressure difference 
between the cylinder and intake/exhaust runners. As 
mentioned in [9] and modelled by [10], excessive pressure 
loads appear when the armature is far away from the 
catching coil.  This fact is considered in system simulations. 
Another concern about disturbance is its variations between 
different cycles that should be taken into account in 
simulations. Variations could be due to varying engine load, 
gas forces, exhaust pressure variations, etc. 

III. ITERATIVE LEARNING CONTROL 

A. Control Problem 
Typically, the desired performance includes some indices 

such as time, current, and velocity-position profile while the 
hard constraints on input should be satisfied.  The inherent 
nature of the system, however, imposes limits on the 
selection of an effective control strategy. This system suffers 
from low control authority over the trajectory path. 
Specifically, when the armature is far away from catching 
coil, magnetic force is not strong enough to balance the 
spring force. On the other hand, in small gaps between 
armature and catching coil, decreased inductance along with 
increased back-emf drives the current to zero exceedingly 
fast and restricts the control authority [11]. Due to this 
physical limitation, the control over one valve cycle is 
divided into two different phases namely approach control 
and landing control.  
Approach control attempts to bring the armature to a 
window of desired state at which time, landing control can 
take over and lands the valve softly within an admissible 
time. As mentioned, the possibility of adjusting the coil 
current during the landing control is limited [12]. Thus, the 
major task of approach control is to provide sufficient 
energy for the system to reach required conditions for soft 
landing. In effect, approach control phase increases 
robustness against varying disturbances. It is also noticeable 
that disturbances, as modelled by [10], are more significant 
in larger gaps.  

,ሺܺܨ ሻݐ ൌ

ۏ
ێ
ێ
ێ
ۍ

ܺଶ
ଵ
௠

ቂఒೞ௙ሶሺ௑భሻ
௙మሺ௑భሻ

൫1 െ ሺ1 ൅ ܺଷ݂ሺ ଵܺሻሻ݁ି௑య௙ሺ௑భሻ൯ െ ௦ܭ ଵܺ െ ଶቃܺܤ ൅ ௗ௜௦௧ܨ

െܴ௖
௘೉య೑ሺ೉భሻ

ఒೞ௙ሺ௑భሻ
ܺଷ െ ௙ሶሺ௑భሻ

௙ሺ௑భሻ
ܺଷܺଶ ے

ۑ
ۑ
ۑ
ې

, ,ሺܺܩ ሻݐ ൌ ቎
0
0

௘೉య

ఒೞ௙ሺ௑భሻ

቏      (2)
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Landing control, for which the control authority is 
enough to track a smooth landing trajectory, is addressed 
adequately in the literature [10 and references therein]. 
The problem of concern in this paper is, however, 
approach control problem. There are a few solutions 
proposed for this problem in the literature. There are 
generally two popular approaches taken for this problem: 
feedforward control approach and energy–based 
compensation. To tackle this problem, [13] and [11] break 
the system model into two linearized models 
corresponding to large gaps and small gaps, namely near 
model and far model. Accordingly, an observer-based 
output feedback controller (LQR) is applied. The applied 
method is essentially linear and moreover, the effect of 
disturbances is not considered. Reference [6] suggests a 
nonlinear feedback controller as a solution. However, in 
all of the above works, simulations are carried out with 
source voltage as high as 200 V. Reference [9] presents a 
closed-loop approach for the whole cycle where a 
feedforward term is considered to compensate for 
pressure disturbances in large gaps. This term is updated 
such that the energy of the mechanical system will 
maintain. There is however no report about the constraints 
on source voltage, current, etc. References [10] and [14] 
present a somewhat similar energy-based solution to 
approach control problem. Reference [10] estimates the 
gas force and then compensates for the work done by this 
force. This approach needs a disturbance observer. 
Reference [14], in a similar approach, develops a heuristic 
model for gas force and compensates it where it just needs 
the values of position and velocity. They both consider 
only one source of disturbance and in a feedforward 
configuration have no compensation against other varying 
disturbance sources. Reference [15] has employed a 
nonlinear programming algorithm to present a cycle 
feeforward control for solving this problem. The 
complexity of the presented approach is rather high and 
the proposed algorithm is intensive in terms of 
computation.  

This paper, however, attempts to develop an algorithm 
with low-computational load capable of addressing some 
of the mentioned challenges. Specifically, the proposed 
algorithm combines the benefits of feedback and 
feedforward controllers in an iterative-learning based 
configuration to both overcome the low control authority 
problem and also, be able to regulate the system in face of 
varying disturbances. In particular, we are trying to bring 
the system to conditions for which the flatness-based 
landing control proposed in [8] can be applied. Therefore, 
the desired end conditions for approach control phase can 
be denoted as follows: 

   ቐ
௘௡ௗݔ

௔௣௣௥ ൌ 2.55 ݉݉
௘௡ௗݒ

௔௣௣௥ ൌ ܿ݁ݏ/݉ 2.6
݅௘௡ௗ

௔௣௣௥ ൌ ܣ 8.9
      (3) 

Current has not been generally considered in proposed 
approach control schemes. However, considering 

restricted input voltage from one side and restricted 
functionality of magnet in slowing down the armature on 
the other side, current level at the beginning of landing 
control should be within a certain range. Keeping the end 
current fixed on an exact desired value while marinating 
velocity at the desired end-condition is however 
somewhat intractable due to varying disturbances and low 
control authority in large gaps. Hence, we try to maintain 
the end current in the reasonable range of ݅௘௡ௗ

௔௣௣௥ א
ሺ7.5 ܣ,  ሻ. Moreover, the following constraints shouldܣ 9.5
also be taken into account while determining the control 
efforts. 

|ܷሺݐሻ| ൑ 42,   0 ൏ ݅ሺݐሻ ൑ 35  

To deal with a well defined control problem, the 
constraint on current (i.e. ܺଷ) is translated to a dynamic 
constraint on input voltage as follows. From the state 
equations we have: 

∆݅ሺݐሻ ؆ ݐ∆ ቈ
݁௜ሺ௧ି∆௧ሻ௙ሺ௑భሻ

௦݂ሺߣ ଵܺሻ ൫ܷሺݐሻ െ ܴ௖݅ሺݐ െ ሻ൯ݐ∆

െ   
ሶ݂ሺ ଵܺሻ

݂ሺ ଵܺሻ ݅ሺݐ െ  ሻܺଶ቉ݐ∆

Considering ݅ሺݐሻ ൌ  ݅ሺݐ െ ሻݐ∆ ൅ ∆݅ሺݐሻ, after some 
calculations, the inequality 0 ൏ ݅ሺݐሻ ൑ 35 can be 
translated into ௟ܷ௜௠௜௧

ௗ ൏ ܷሺݐሻ ൑ ௟ܷ௜௠௜௧
௨, where  

 

௟ܷ௜௠௜௧
௨ ൌ

1
ݐ∆

௦݂ሺߣ ଵܺሻ
݁௑య௙ሺ௑భሻ ቈ35 െ ܺଷ ൅ ݐ∆

݁௑య௙ሺ௑భሻ

௦݂ሺߣ ଵܺሻ ܴ௖ܺଷ

൅ ݐ∆
ሶ݂ሺ ଵܺሻ

݂ሺ ଵܺሻ ܺଷܺଶ቉ 

௟ܷ௜௠௜௧
ௗ ൌ

1
ݐ∆

௦݂ሺߣ ଵܺሻ
݁௑య௙ሺ௑భሻ ቈെܺଷ ൅ ݐ∆

݁௑య௙ሺ௑భሻ

௦݂ሺߣ ଵܺሻ ܴ௖ܺଷ

൅ ݐ∆
ሶ݂ሺ ଵܺሻ

݂ሺ ଵܺሻ
ܺଷܺଶ቉ 

This means that generally, we exert the following 
constraints on the input voltage: 
ܷሺݐሻ ൏ minሺ ௟ܷ௜௠௜௧

௨ , 42ሻ  and  ܷሺݐሻ ൐ max൫ ௟ܷ௜௠௜௧
ௗ , െ42൯ 

B. Trajectory Generation 
In terms of the desired output performance, the only 

matter of concern in this problem is values of interest in 
the end points rather than middle points.  It is, however, 
also desirable to consume less energy to get into the 
desired end points. It should also be noted that the chosen 
reference trajectory should be realizable considering the 
given strict constraints on the input. To acquire a 
realizable trajectory satisfying the end-point conditions, 
we resort to an iterative learning algorithm for trajectory 
generation. The basic idea is adopted from [16]. For this 
purpose, the desired trajectory is parameterized with B-
Spline functions as follows [17] 

௥ܻ௘௙
௝ ൌ ܩ ൈ ܲ௝ 

where ܲ is the vector of controlled points, ܩ is the 
blending matrix containing the basis functions 
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correspondent to knot spots, and ݆ is the iteration index. 
B-Splines provide us with an appropriate basis 

structure to solve the trajectory generation problem in an 
iterative manner by just updating the coefficients ሺܲ௝ሻ. 
Another prominent feature of Splines is the relative ease 
of their continuous derivative operations using Spline 
coefficients. 

For a ݌௧௛ degree B-Spline, the knot vector is selected 
as follows 

ܴ ൌ ൝ܽ, … , ܽᇣᇤᇥ
௣ାଵ

, ,௣ାଵݎ … , ,௠ି௣ିଵݎ ܾ, … , ܾᇣᇤᇥ
௣ାଵ

ൡ 

where the knot vector is spanned between ܽ ൌ 0 and 
ܾ ൌ 1. The multiplicity of  ܽ, ܾ ensures passing through 
the two end control points. Thus, for generating new 
trajectories while maintaining the desired end conditions, 
the two end control points can be kept fixed while 
updating the rest. In this manner, ܲ is re-parametrised as 
follows  

ܲ௝ ൌ ܲ௝ିଵ ൅ ߩ ෨ܲ௝ 
where ߩ ൌ ሾ0 0 ܫሿ், and ෨ܲ௝ is the component which is 
updated at each iteration. In the sequel, we shall explain 
how ܲଵ is selected. Obviously, ܲଵ should be chosen such 
that the end conditions (3) and start conditions (i.e. 
௦௧௔௥௧ݔ

௔௣௣௥ ൌ െ4 ݉݉, ௦௧௔௥௧ݒ
௔௣௣௥ ൌ 0) be satisfied. In this 

regard, the desired trajectory is expressed as  
ሻݐሺݔ ൌ ଴ߠ ൅  ݐ߱ݏ݋ܿ ଵߠ

where ߠ଴, ߠଵ, ߱, and ݐ௘௡ௗ to be determined based on the 
given conditions. In order to incorporate the current 
condition in the considered trajectory, ݅௘௡ௗ

௔௣௣௥ is 
transformed to a condition on second derivative of ݔ 
according to state equations, i.e. ݔሷሺݐሻ ൌ ݒ݀ ⁄ݐ݀ ൌ
െ2.2169 ൈ 10ଷ. Thus, the mentioned end conditions give 
the following set of equations 

ە
۔

ሺ0ሻݔۓ ൌ ଴ߠ ൅ ଵߠ ൌ െ4 ൈ 10ିଷ

௘௡ௗሻݐሺݔ ൌ ଴ߠ ൅ ௘௡ௗݐ߱ݏ݋ܿ ଵߠ ൌ 2.55 ൈ 10ିଷ

ሶݔ ሺݐ௘௡ௗሻ ൌ െߠଵ߱ ݐ߱݊݅ݏ௘௡ௗ ൌ 2.6
ሷݔ ሺݐ௘௡ௗሻ ൌ െߠଵ߱ଶ ܿݐ߱ݏ݋௘௡ௗ ൌ െ2.2169 ൈ 10ଷ

 

from which the unknowns can be determined. From this 
trajectory, ܰ control points can be selected as  

ܲଵ ൌ ൥
ሺ0ሻݔ ሺ0ሻݒ

ڭ ڭ
௘௡ௗሻݐሺݔ ௘௡ௗሻݐሺݒ

൩
ேൈଶ

 

It should be noted that not only ݔሺݐ௘௡ௗሻ, ݒሺݐ௘௡ௗሻ  
should be kept fixed in all generated trajectories but also 
 ௘௡ௗሻ should be preserved. For this purpose, a B-Splineݐሷሺݔ
of order 3 is utilized where the two last rows of ܲଵ along 
with the first row is kept fixed. This could be done by 
appropriate selection of dimensions of zeros in ߩ ൌ
ሾ0ሺேିଷሻൈଵ ܫሺேିଷሻൈሺேିଷሻ 0ሺேିଷሻൈଶሿ். The trajectory update 
algorithm is summarized in Table II. 

 
 
 
 
 
 

TABLE II 
TRAJECTORY UPDATE ALGORITHM 

1. Initialization 
Find a set of control points such that the end conditions are 
satisfied and the trajectory between them is smooth. Set 
݆ ൌ 1. 

2. Compute the reference points ௥ܻ௘௙
௝ ൌ ܩ ൈ ܲ௝. 

3. Compute ௢ܻ௨௧
௝ applying the control law for one valve cycle. 

4. Given ௢ܻ௨௧
௝, update the control points such that the reference 

trajectory is closest in a least-square sense to ௢ܻ௨௧
௝. Namely,  

෨ܲ௝ାଵ ൌ ሺሺߩܩሻ்ߩܩሻିଵሺߩܩሻ்൫ ௢ܻ௨௧
௝ െ ௥ܻ௘௙

௝൯ 
ܲ௝ାଵ ൌ ܲ௝ ൅ ߩ ෨ܲ௝ାଵ 

5. Set ݆ ൌ ݆ ൅ 1 and go to step 2. 

C.  Closed-loop Iterative Learning law for approach 
control  

Breaking the main problem into two phases, i.e. 
landing and approach control problems is mainly due to 
the fact that there is not enough control authority over the 
majority of the valve flight transition. In the approach 
control problem we are indeed dealing with that interval 
of low control authority. This characteristic of the system 
leads us to employ a feedforward control approach. 
Moreover, the disturbances due to eddy current and 
uncertainties are mostly repetitive from one cycle to the 
next. Therefore, an iterative learning control approach 
could be very appealing. There are however a few factors 
that should be considered in choosing the applied ILC 
algorithm. First, the considered system is a nonlinear 
system with a relative degree ߛ ൐ 1. Second, the 
reference trajectory is not fixed and will be updated for 
some iterations, thereby calls for some involvement of 
current cycle feedback in the control law. More 
importantly, the varying nature of disturbances requires 
the incorporation of current cycle feedback in control law 
to achieve a repeatable performance. Third, the 
constraints on the control action should also be taken into 
account. The first and second factors have been 
considered in extended D-type ILC proposed by [18] 
where the higher order feedback error terms are 
incorporated in construction of the control law as follows: 
௝ାଵሺ݇ሻݑ   :ଵ߆ ൌ   ௝ሺ݇ሻݑ

                          ൅߁ ቀݕ௝ାଵሺ݇ሻቁ ቀݕ௥௘௙
ሺఊሻሺ݇ሻ െ ௝ାଵݕ

ሺఊሻሺ݇ሻቁ 

where ߁ ቀݕ௝ାଵሺ݇ሻቁ is the learning gain, ߛ is the relative 
degree of the process, and ݆ is the iteration index. The 
relative degree ሺߛሻ in a nonlinear system (1) is defined as 
the number of times for which the output ܻ should be 
differentiated with respect to time before the input ܷ 
appears explicitly.  
Definition [19]. The SISO nonlinear system (1) is said to 
have strict relative degree ߛ at ܺ଴ א Π ك Թ௡ if  

ிܮீܮ
௜ ሺܺሻܪ ؠ ܺ׊    0 א Π, i ൌ 0, … , γ െ 2, 

ிܮீܮ
ఊିଵܪሺܺ଴ሻ ് 0. 

where the Lie derivatives are defined as follows 
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ሻݔ௚݄ሺܮ ൌ
߲݄ሺݔሻ

ݔ߲ ݃ሺݔሻ, ௚ܮ
௜ ݄ሺݔሻ ൌ ௚ܮ ቀܮ௚

௜ିଵ݄ሺݔሻቁ. 

The control law ሺ߆ଵሻ renders the system (1) stable if 
ቛ൫ܫ ൅ ሻ൯ିଵቛݔሺܦሻ൯ݔሺܪ൫߁ ൑ 1, where ܦሺݔሻ ൌ

ிܮீܮ
ఊିଵܪሺݔሻ [18]. 

This proposed ILC law is modified by introducing a 
barrier function to count for constraints on the control 
action. A similar idea is developed in [20] for another 
iterative learning control algorithm. Suppose there exists 
some cost function ܬሺݑሻ corresponding to the control 
problem where ߲ܬ ⁄ݑ߲ ൌ ቀݕ௥௘௙

ሺఊሻሺ݇ሻ െ ௝ାଵݕ
ሺఊሻሺ݇ሻቁ and 

thus we ended up to ߆ଵ by some optimization algorithm 
(e.g. gradient descent method). Hence, considering the 
constraint on ݑ (i.e. ݑ ൑  ത), we are generally dealing withݑ
the following problem: 

min ,ሻݑሺܬ   ݑ   ݋ݐ ݐ݆ܾܿ݁ݑݏ     ൑  തݑ
Now, a barrier function ߰ሺ. ሻ is introduced into this 

constrained minimization problem to change it to an 
unconstrained problem. Let ݖ ؜ ݑ െ -ത, a convex, nonݑ
decreasing barrier function  ߰: ሺെ∞, 0ሻ ՜ Թ  is chosen 
such that  

lim
௭՜଴ష

߲߰
ݖ߲

ൌ ∞ 

Consequently, the minimization problem is transformed 
to  

min    ܬ௕ሺݑ, ሻߪ ൌ׷ ሻݑሺܬ ൅    ሻݑሺ߰ ߪ
 Hence, the control law can be written as ሺ߆ଶሻ, shown at 
the bottom of the page, where ߚ א ሺ0,1ሻ. Update rule for 
 is a general technique being widely used in nonlinear ߪ
programming. However, ܬሺݑሻ is not known and therefore 
studying the optimality of the above solution needs more 
scrutiny which is beyond the scope of this paper. 
Nevertheless, it is a feasible solution that helps to keep ݑ 
as far as possible from the limits ሺݑതሻ. Regarding the 
stability, it should be noted that since this is an iterative 
learning law and the effect of barrier function is 
decreasing at each iteration, the stability criteria of ߆ଵ 
holds for ߆ଶ. 

This proposed learning law is tailored according to the 
properties of the considered problem. Specifically, in 
terms of the desired performance, time is not as rigorous 
as velocity-position profile. Accordingly, the control law 
is modified to ሺ߆ଷሻ, shown at the bottom of the page, for 
which ݐܽݏሺ. ሻ is defined in (4). It is however remarkable 

that with considered desired trajectory, the time will 
remain in an acceptable range. In order to choose the 
barrier function, suppose that the hard limit on  ܷ, i.e. 
|ܷሺݐሻ| ൑ ഥܷ, can be considered as ܷሺݐሻଶ ൑ ഥܷଶ. Thus, 
barrier function is chosen as ߰ሺܷሻ ൌ െ݊ܮ൫െሺܷଶ െ ഥܷଶሻ൯ 
where ഥܷ ൌ 42. 

It can easily be calculated that for system (2) with 
ܻ ൌ ሺܺሻܪ ൌ ܺଶ the relative degree is well defined and 
ߛ ൌ 2. Finally, we shall explain that for the first iteration, 
a feedback linearization control law is applied to the 
system as ܷி ൌ ଵ

௅ಸ௅ಷு
൫െܮி

ሺଶሻܪ ൅ ෡ܷ൯,    where ෡ܷ ൌ ௥ܻ௘௙
ሺଶሻ ൅

ଵ൫ߙ ௥ܻ௘௙
ሺଵሻ െ ܻሺଵሻ൯ ൅ ߙଶ൫ ௥ܻ௘௙ െ ܻ൯. ܷ ൌ  ሺܷிሻ, whereݐܽݏ

.ሺݐܽݏ ሻ is defined as (4), and ߙଵ and ߙଶ are selected such 
that ݏଶ ൅ ݏଵߙ ൅ ଶߙ ൌ 0 is Hurwitz. 

IV. SIMULATION STUDIES 
The proposed ILC law (߆ଷሻ is simulated on the system 

described by (2) with varying disturbances ሺܨௗ௜௦௧ሻ exerted 
on the system. The parameter values of the model are 
shown in Table III. The results are presented in Figs. 2 
and 3. Fig. 2. illustrates a sample desired trajectory and 
the tracked path. Fig. 3. shows that end velocity and end 
current have approached an acceptable range after a 
number of iterations. The energy loss for a single intake 
valve, including approach and landing control travel, 
should be between 2.1 and 3.35 [21] ݈݁ܿݕܿ/ܬ. Generally, 
approach control phase has a higher proportion of energy 
consumption in one cycle since it covers a longer part of 
valve travel and also the current is higher in this phase. 
Results show that energy loss (i.e. 
௝ܧ ൌ ∑ ൫ ௦ܶ. ห ௝݅ሺ݇ሻ. ௝ܷሺ݇ሻห൯௞ ), after a few first iterations, 
remains less than 1.5 ݈݁ܿݕܿ/ܬ which shows an acceptable 
range for energy loss in the approach control phase.  The 
transition time remains between 2.46 ݉ݏ and 2.5 ݉ݏ. 

TABLE III 
MODEL PARAMETERS 

parameter value parameter value 

 ଴ݔ
݉ 
 ௦ܭ
 ܤ
 ௦ߣ

െ4 ݉݉ 
0.28 ݃ܭ
250.98 ܰ/݉݉ 
 ݉/ݏܰ 12.75
0.076 ܹܾ 

ܿଵ 
ܿଶ 
ܿଷ 
ܴ௖ 

௦ܶ 

0.0232  ܣ/݉݉
4.04 ݉݉
4.18 ൈ 10ିସ ିܣଵ

0.52 Ω 
2 ൈ 10ିହ  ݏ

ଶ߆ ׷ ௝ାଵሺ݇ሻݑ  ൌ ௝ሺ݇ሻݑ ൅ ߁ ቀݕ௝ାଵሺ݇ሻቁ ቀݕ௥௘௙
ሺఊሻሺ݇ሻ െ ௝ାଵݕ

ሺఊሻሺ݇ሻቁ ൅ ௜ߪ
߲߰
ݑ߲ ቀݑ௝ሺ݇ሻቁ , ௜ାଵߪ ൌ  .௜ߪߚ

ଷ߆ : 

ە
۔

ۓ ௝ܷାଵ
כ ሺݔሻ ൌ ܷሺݔሻ ൅ ߁ ቀ ௝ܻାଵሺݔሻቁ ቀ ௥ܻ௘௙

ሺఊሻሺݔሻ െ ௝ܻାଵ
ሺఊሻሺݔሻቁ ൅ ௜ߪ

߲߰
߲ܷ ቀ ௝ܷሺݔሻቁ

௜ାଵߪ ൌ ௜ߪߚ

௝ܷାଵ ൌ ሺݐܽݏ ௝ܷାଵ
כ ሻ

 

൫ݐܽݏ ௝ܷାଵ
כ ൯ ൌ ቐ

minሺ ௟ܷ௜௠௜௧
௨, 42ሻ ሻݐሺכܷ ݂݅      , ൐ minሺ ௟ܷ௜௠௜௧

௨, 42ሻ 
max൫ ௟ܷ௜௠௜௧

ௗ, െ42൯, ሻݐሺכܷ ݂݅  ൏ max൫ ௟ܷ௜௠௜௧
ௗ, െ42൯

௝ܷାଵ
כ ݁ݏ݅ݓݎ݄݁ݐ݋                            ,

     (4)
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Fig. 2. Desired (dotted line) and tracked (solid line) trajectory. 

 
Fig. 3. End velocity and end current at ݔ ൌ 2.55 ݉݉. 

V. CONCLUDING REMARKS 
This paper presented an iterative learning-based control 

law for approach control of an electromechanical valve. 
The control objective is to reach the predefined desired 
conditions for a landing controller that can take over in 
the second phase of the overall control task, and land the 
valve softly. These conditions define certain velocity and 
current conditions which are desirable as an initial 
condition for the landing controller. The problem of 
desired trajectory update is addressed by introducing an 
iterative update law where the trajectory is characterized 
with B-Splines. Simulation results show that the proposed 
method is effective while it is also robust to varying 
disturbances which inherently exist in the process. 
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