
Scenario-based robust scheduling for collaborative
human-UAV visual search tasks

Luca F. Bertuccelli Member, IEEE and Mary L. Cummings Senior Member, IEEE

Abstract— Many decision support algorithms used to aid
human decision making provide guarantees of optimal perfor-
mance when the optimization parameter are perfectly known.
However, algorithm performance degrades when the parame-
ters are inappropriately estimated, and furthermore, algorithm
performance is also sensitive to the uncertainty arising from
human oversight and interaction with the algorithm. This paper
discusses decision support in the form of a scheduling algorithm
designed to support human search of imagery collected by un-
manned aerial vehicles (UAVs). We demonstrate the sensitivity
of the algorithm to uncertainty in human search times, and
present a new robust formulation for the search recommen-
dation using data obtained from a previous human-in-the-loop
experiment. We show that this robust formulation results in
fewer constraint violations in the search task recommendations,
as well as increased average performance than an algorithm
that does not take this uncertainty into account. For the final
draft, the goal is to present human-in-the-loop results that
confirm the predictions obtained in the simulations.

I. INTRODUCTION

As complex integrated human-machine systems are fielded
in the real world [1], [2], there is an increased interest in
understanding the benefit that decision support can provide
to the human supervisors. For example, multi-sensor systems
Gorgon Stare will push the limits of human performance
as intelligence analysts analyze large databases of imagery
in time-pressured environments [3], and key questions, such
as what constitutes adequate decision support, will need
to be answered in order to enable successful operational
implementation of these systems.

The integration of human supervision with algorithm
support presents an interesting set of challenges. On the
one hand, decision support systems are enabled by powerful
algorithms that can rapidly solve complex optimizations that
are otherwise infeasible for a human operator to consider.
Yet, the stochastic dynamics of the environment make it
difficult for algorithm designers to precisely specify the
parameters in order to guarantee algorithm performance in
the presence of parameter uncertainty. Furthermore, human
supervision of these systems introduces additional elements
of stochasticity that can make algorithm performance sensi-
tive to this interaction. For example, UAV operators will be
responsible for making important planning decisions, but the
decision times and outcomes are inherently stochastic [4],
[5], and this variability becomes an issue for planning
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systems as the optimization is sensitive to uncertainty in this
information [6]–[8].

With the advent of pervasive sensing in human supervisory
control applications, the goal of our work is to design
a resilient decision support system that can aid human
operators in deciding which visual search tasks must be
analyzed, and in which order. Unfortunately, the parameters
in this visual search task prioritization problem, such as
human search times, are highly uncertain and will generally
degrade the performance of the decision aid if the uncertainty
is ignored [7]. Our previous work has demonstrated that
variability in human search times can lead to performance
variations in the scheduling of imagery tasks to be search [5],
[7], and work by other authors in other fields has suggested
that optimization algorithms can be “brittle” due to the
effects of unmodeled uncertainty [9]–[11]. While brittleness
can be interpreted as a sensitivity problem to both the
structural and parametric modeling assumptions made in the
algorithms, the goal of this paper is to address the para-
metric sensitivity problem of the optimization algorithms,
specialized to scheduling a set of search tasks with uncertain
processing times.

One possible method for mitigating the effects of un-
certainty is to use sensitivity analysis to determine the
importance of variations in different parameters. Sensitivity
analysis of scheduling problems remains an open prob-
lem [12], [13], but it is well understood that uncertainty in
start times and processing times can degrade performance of
machine shop and job-shop scheduling algorithms [14]–[16].
Sensitivity analysis can also be used to identify parameters
that drive the performance degradation of the algorithm,
and indirectly enable the provision of a set of alternative
schedules to improve performance [17]. Another consid-
eration is the problem of parameter uncertainty from a
robust optimization perspective, in which the goal is to
generate solutions that are “immune” to the uncertainty.
Previous work has presented robust optimization techniques
for scheduling under uncertainty [18]–[25] but little work has
been presented in applying robust scheduling algorithms to
the collaborative human-UAV visual search task problem. For
an example of the issue of parameter sensitivity in scheduling
multi-UAV missions with operator supervision, see Ref. [26].

This paper tackles the problem of scheduling search tasks
for human operators in a UAV domain using a robust opti-
mization approach. In this problem, the human is modeled as
a single server that is presented with a stream of randomly ar-
riving tasks which need to be processed, or more specifically,
searched. The key idea is to provide a robust decision support
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algorithm that can help direct the operator’s attention based
on the priority of the tasks, but also be resilient to variability
in operator performance arising from stochastic search times.
We show that such a robust decision support has the potential
of improving overall human-system performance by reducing
the number of constraint violations and improving worst-case
performance in the scheduling problem. The results of this
work are not restricted to search problems, however, but can
also be applied to more general human supervisory settings
which do not have deterministic components, such as robust
planning for human-supervised power plants.

This paper is outlined as follows: Section II presents the
scheduling formulation for the visual search task problem
and Section III presents the robust scheduling formulation.
We consider numerical results in Section IV and conclude
with ongoing and future work.

II. SCHEDULING FORMULATION

An interpretation for collaborative human-UAV search
tasks is a general queueing model for multi-UAV supervisory
control problems involving a visual search task. Search
tasks are generated by a Poisson process at an average
rate λ, and the human operator (with possible help from a
decision support system, DSS) services the tasks at a rate
λe. In complex tasks, operators may dedicate themselves
only to a single task at time, allowing the incoming tasks
to accumulate in the queue. In different implementations of
the queueing models, operators may be required to make
decisions on each task before they move on to another task,
or can optionally requeue a task and investigate the image
at a later time [4]. The visual search task initiates when the
operator begins examining the image feed, and concludes
with a decision on the target location.

A. Scheduling objective

We assume that a given time in the queue there are N
heterogeneous search tasks known to the operator, where
each task Tj is defined by the following 3-tuple Tj =
{Rj , tj , sj}, ∀j = 1, . . . , N . In this description, Rj is the
reward for succesfully completing task j, tj is the total time
required to complete or service the task, and sj indicates the
time at which the task becomes available to the operator. The
operator scheduling problem is defined in this paper as the
goal of maximizing the total accumulated reward obtained
from a sequence of search tasks in a finite mission time TH .

A schedule, S, is an ordered list of tasks, consisting of S =
{k1, k2, . . . , kN} where ki is the index of the task in the ith

location in the schedule. The reward of the task is specified
clearly to the operator, so that rational decision theory can
be applied [27]. The start time sj for each vehicle is used to
model the fact that different tasks may become available at
different times, either due to vehicle constraints or because
image feeds are unavailable due to communication dropouts.
UAVs that are not being used by the operator to search can
loiter around their intended targets. In this paper we assume
that each UAV is assigned exactly one task, as an abstract

representation of real-world surveillance systems such as
Gorgon Stare [3].

In the more general case when all task imagery is not
available at the same time, sj 6= s, ∀j, the problem
can be formulated as a modification of the well-studied
single machine scheduling problem with arbitrary release
dates [29]. The distinguishing feature from the classical
machine scheduling problem is that for our problem for-
mulation, the operator seeks to maximize the accumulated
reward of the total mission, which is slightly different from
the classical machine scheduling paradigm which seeks to
minimize the total delay, total number of tardy jobs, and/or
flowtimes [29].

With the goal of maximizing the accumulated reward, the
scheduling formulation takes the following form

SP



maxxj
k∈{0,1}

∑
j

∑
k Rjx

j
k

subject to:
∑

k x
j
k ≤ 1 ∀j∑

j x
j
k ≤ 1 ∀k∑

j(sj + tj)x
j
k ≤ Ck, ∀k

Ck−1 +
∑

j tjx
j
k ≤ Ck, ∀k

Ck ≤ TH , ∀k

In problem SP the notation xjk denotes the position k
in which task j appears. Note that with this formulation
introduces an additional non-negative variable, Ck which
denotes the completion time of the kth task (which cannot
exceed the total available time TH ).1 Two constraints are
required for this optimization: first, the kth task cannot be
completed prior to the sum of its scheduled time

∑
j sjx

j
k

and the search time
∑

j tjx
j
k (the third constraint). Second,

the next task k cannot be completed before the previous task
is completed, and the completion time of the previous task,
Ck−1 (the fourth constraint). Note that this paper does not
assume preemption [29], meaning that the a task cannot be
interrupted in order to initiate another task.

B. Uncertain processing times

In the case when the processing times are human search
times, it is well known in the visual search literature that
human search times are context-specific and are not well
described with a deterministic representation [31]. In the
specific application to the UAV search problem, extensive
human-in-the-loop experiments of simulated UAV missions
have shown that search times are uncertain [4], [5], [30].

Nonetheless, results from previous experimental data re-
garding the visual search task in a simulated multi-UAV
experiment [4], [5], [30] have shown the randomness in
the search times can be characterized with a log-normal
distribution in Eq. (1)

f(ts; T̄ , σ
2) ∝ exp

(
−(log(ts)− T̄ )2

2σ2

)
, ts > 0 (1)

1Note that the schedule and/or the completion times need not be unique,
since if there is sufficient time to perform the tasks, it may be possible to
either rearrange the task list, as well as delay the start of the task. Delaying
the task may be beneficial in a setting when the tasks are arriving randomly.
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Here T̄ and σ2 are the maximum likelihood estimates of
the mean and variance of the search times that have been
obtained from the previous experimental data [4].

C. Encoding uncertain processing times in the schedule

Unfortunately there is no guarantee for the optimality
of the schedules determined by SP when the processing
times tj are uncertain. For example, a schedule that is
generated by assuming known parameters can be infeasible
when implemented on a system since the realization of the
processing times may vary greatly from the fixed parameters
assumed in the deterministic optimization. Infeasibility arises
when the schedule exhibits suboptimal performance because
not all the search tasks may be processed in the allotted time
TH , and the total mission time constraint is violated. In a
human supervisory control setting, an algorithm that outputs
an infeasible solution when implemented in a real system
can result in loss of trust by the human supervisor [32].

Previous work in stochastic scheduling has made signif-
icant progress on the role of uncertainty in the processing
times. For example, if a prior distribution on the search
times is available, stochastic programming can be used to
generate schedules that are optimal on average [33]. While
this is often a desirable objective, the stochastic programming
approach does not explicitly account for the variance of the
solution, and seeks to find a solution such that all constraints
are satisfied under all realizations of the uncertain times [23].
In the case when no schedule can satisfy all the constraints,
the schedule is deemed infeasible and no recommendation is
made.

An alternative to the stochastic programming formulation
is to consider reactive schedules, in which a replan is instan-
tiated when new information appears. The key to a successful
implementation of reactive planning relies of finding com-
putationally efficient method for generating the schedules.
One way to avoid the computational explosion of stochastic
programming methods relies on a suboptimal approach that
replaces the uncertain processing times with their expected
values. By adopting this naı̈ve certainty equivalence (CE)
approach, the optimization solves the following objective for
equal start times (sj = s)

CE

 max
xj∈{0,1}

N∑
j=1

Rjxj |
∑
j

t̄jxj ≤ TH

 (2)

Note that the CE approach does not truly account for the
variability in the search times, but allows implementations
in which a reactive plan is generated quickly.

III. SCENARIO-BASED ROBUST SCHEDULING

Another approach that proactively plans with uncertainty
in the processing times is a robust optimization approach
to the scheduling problem [19]–[24]. Robust optimization
is beneficial in that it allows the optimized solution to
be somewhat “immune” to the uncertainty. For example,
a robust solution will generally have a higher guarantee
of performance under a wide range of realizations of the

uncertainty, while possibly paying a performance penalty in
a nominal setting with little uncertainty.

Many different robust scheduling methods have been pro-
posed in the literature such as β-robust schedules using con-
straint programming that probabilistically guarantee a desired
level of suboptimality [19] or by prescribing infeasibility
tolerances and reliability levels [24]. Other techniques solve
a scenario-based optimization [22], [23], and we pursue
this latter option since scenarios are easy to generate from
distributions obtained from our previous experiments and
retain the integer programming formulation of the original
problem, whereas alternative formulations might increase the
complexity of the original problems [34].

A. Homogeneous start times
For the case when all the tasks are available at the same

time, the robust formulation with uncertain processing times
takes the form of

min
t̃∈T

max
xj∈{0,1}

N∑
j=1

Rjxj |
∑
j

t̃jxj ≤ TH (3)

In this setting, the maximization is performed with respect
to the decision variable x, but “nature” aims to minimize the
objective, over an uncertainty set T on the processing times
t̃. For the case of a distribution with semi-infinite support,
such as the log-normal distribution, this optimization might
be overly conservative, and thus is desirable to use scenarios
to generate a solution that hedges against possible adverse
realizations of processing times [23]. Scenario-based robust
implementations of the optimization in Eq. (3) for equal start
times can be formulated as follows [22]

RKP


maxxj∈{0,1}

∑N
j=1Rjxj − βγ+

subj. to:
∑

j t̃jxj − TH ≤ γ
γ ≥ 0

where γ+ .
= max(0, γ). In this formulation, the key idea is

to maximize the reward but penalize instances when the total
mission time exceeds the mission time TH . Note that Eq. (4)
only penalizes mission delays, when the total mission time
exceeds TH . If the task schedule does not exceed the time
TH , then the penalty is identically zero. The tuning parameter
β reflects designer aversion to constraint violations, and in
the case when β = 0 recovers the case when the designer
is insensitive to schedules which could exceed the allotted
mission time.

Implementation of RKP requires the use of scenarios for
the processing times, where t̃j ∼ f(ts; T̄ , σ

2) from Eq. (1).
For the case where each task search time is independent
and identically distributed, then the scenario-based robust
knapsack problem SB-RKP can be formulated as follows

SB-RKP



maxxj∈{0,1}
∑N

j=1Rjxj − βγ
subj. to:

∑
j t̃

1
jxj − TH ≤ γ∑

j t̃
2
jxj − TH ≤ γ

...∑
j t̃

Ns
j xj − TH ≤ γ

γ ≥ 0
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In this optimization, each t̃mj is the mth scenario of the
search time for the jth task, and there are a total of Ns

scenarios. Note that the penalty term γ+ of Eq. (4) is
implemented by enforcing the constraint that γ ≥ 0, and
augmenting the cost function with the term −βγ. The num-
ber of constraints is now linear in the number of scenarios,
O(Ns).

B. Heterogeneous start times

For the case of heterogeneous start times, when sj 6= s,
the robust optimization is a modification of SP. The scenario-
based robust scheduling problem SB-RSP can be formulated
as follows

SB-RSP



maxxj
k∈{0,1}

∑
j

∑
k Rjx

j
k − βγ

subj. to:
∑

k x
j
k ≤ 1 ∀j∑

j x
j
k ≤ 1 ∀k∑

j(sj + tmj )xjk ≤ Cm
k , ∀k,m

Cm
k−1 +

∑
j t

m
j x

j
k ≤ Cm

k , ∀k,m
Cm

k − TH ≤ γ, ∀k
γ ≥ 0

Similar to the SB-RKP problem, the major differences from
SP are in additional constraints that are added for the
scenarios. Effectively, there is now a different completion
time Cm

k for each of the m scenarios of the search times
tmj . The third and fourth constraints define the completion
times for the kth task in the optimal schedule, the fifth
constraint ensures that the completion times are less than
the mission time TH by a term γ. If all the scenarios used in
SB-RSP result in a schedule that can be completed in time
TH , then γ = 0, and there is no penalty term included in
the objective function. Note that the number of constraints
in this optimization is now on the order of O(N2 +NNs),
which is a increase in the number of constraints that is linear
in the number of scenarios.

In summary, we have presented two new scenario-based
formulations for the visual search task optimization problem
in the presence of operator search time uncertainties. We
evaluate the role of the tuning parameter β in the simulations
shown in the next sections.

IV. EVALUATION OF ROBUST SOLUTIONS

This section presents numerical experiments showing the
benefit of the scenario-based robust solutions over the cer-
tainty equivalent methods that could be used in visual search
tasks. All optimizations have been implemented in GLPK,
but it is straightforward to implement them in state of
the art commercial solvers such as CPLEX. In the first
section, we consider the homogeneous start time cases and
the heterogeneous start times will be considered next.

A. Homogeneous start times

For the first simulations, the optimization SB-RKP is
solved with Ns = 100 scenarios and we varied the time
horizon in the range TH = [50 : 50 : 500]. The units of
TH are time, but can be considered non-dimensional for the
purposes of these simulations. For each time horizon TH ,

Fig. 1. Average performance difference of SB-RKP compared to CE, as
a function of β and different time horizon

we solved the corresponding nominal optimization CE and
robust solution SB-RKP and found the optimal actions for
each optimization.

Figure 1 shows the range of values for which the choice
of β (on the x-axis) and time horizon TH (y-axis) impact the
performance of the robust solution SB-RKP compared to the
nominal CE performance. In these numerical simulations the
goal is to evaluate the different in mean performance of the
robust actions compared to the nominal actions. To calculate
the mean performance, the robust and nominal objectives
were calculated with realizations of the start times, and the
total reward that was accumulated prior to exceeding the
mission time TH was averaged for the robust and nominal
actions respectively. Figure 1 shows that a moderate level of
conservatism can significantly improve the CE performance
by a factor of 2 for shorter time horizons, as expected due
to the high number of constraint violations for shorter time
horizons. Even for longer time horizons, as the number of
constraint violations of the CE optimization decrease, the
robust optimization can still present improvements on the
order of 7%. Note that being overly conservative (β ≈ 0.2)
can however also result in worst performance on average, and
thus users must be careful to tune the optimization parameter
appropriately.

B. Heterogeneous search times

For the heterogeneous search times, our numerical results
look at the variability of the robust solution of SB-RSP to
the number of scenarios but also present some characteris-
tics of the robust solution that provide intuitive appeal to
human supervision. Scenario-based optimizations are highly
dependent on the total number of scenarios, though the
number of required scenarios to achieve robust performance
is highly dependent on the application context and remains
an open problem [22]. Figure 2 shows the quality of the
robust solution for N = 20 tasks as a function of the total
number of scenarios used in the optimization. As expected,
since the goal of the optimization is to maximize the reward,
the robust solution is expected to decrease (becoming more

5705



Fig. 2. Effect of samples on the computation time and robust performance.
Note that as the number of scenarios increases, the computation time for
this small problem scales almost linearly, even though the scaling will be
exponential due to the addition of a linear number of constraints.

conservative) as the number of scenarios is increased. Note
that the computation times should be used for trend informa-
tion only, since the GLPK implementation will necessarily be
much slower than with a commercial solver such as CPLEX.
While the number of scenarios presents a linear increase in
the total number of constraints, the scheduling formulation
is known to be NP-hard, and therefore the computation time
is expected to increase in an exponential manner.

C. Robust solution properties

1) Robust performance: A key benefit of the robust
optimization is to improve on the variability of the nominal
solution. Table I shows the results from 1000 Monte Carlo
simulations for a scenario where R ∈ U(5, 10), while for
the log-normal distribution µ = 10, σ2 = 1 + i/10, ∀i =
1, 2, . . . , N . While the CE results in a slightly higher average
performance of 16.99 compared to the SB-RSP solution of
14.99, the CE solution has a higher standard deviation of
σ = 2.25, compared to σ = 0.12 of the robust solution.
This implies that in a real mission, the overall system could
achieve a much lower reward than that predicted by the CE
optimization, and could lead to trust and acceptance issues
by the human operator.

Figure 3 demonstrates the sensitivity of the robust solution
to the choice of the tuning parameter β. The red bars show
the 2-σ range of the CE solution, which is of course invariant
to the choice of β, but is included for visualization purposes.
The performance of the robust solution is shown in the black
line, with 2-σ range. A higher level of robustness is achieved
by increasing β: note that as the robustness increases, the
average performance decreases, but comes at the benefit of
a reduction in the variance of the robust solution.

2) Mission times: A key attribute in understanding the
robust solution is to understand how well the schedules
generated by the SB-RSP satisfy the temporal constraint
of achieving the maximum reward of tasks within a time
TH . Figure 4 shows a histogram of the difference between

Fig. 3. Sensitivity of the robust solution to higher robustness achieved by
increasing β. The robust solution changes in mean performance from 5.44
to 3.84, but the standard deviation improves from 2.70 (for β = 0.1) to
0.79 (for β = 1).

TABLE I
PERFORMANCE DIFFERENCE BETWEEN CE AND SB-RSP

Mean Standard deviation
CE 16.99 2.25

SB-RSP 14.99 0.12

the mission times of the robust optimization of SB-RSP (in
black) compared to those of the nominal optimization CE
(in red). A negative difference means that the schedule has
retained some margin in the mission time, while a positive
difference indicates that the schedule has exceed the mission
time constraint. The SB-RSP histogram is centered around
-15, while the CE is centered around -5, suggesting that on
average, the SB-RSP provides increased buffer to satisfying
the mission time constraint. Note that the robust optimization
creates schedules whose tasks will exceed the total mission
time with very low probability, while for these simulations,
the CE optimization exceeds the mission time 16.8% of the
time. This set of constraint violations in turn results in the
suboptimal performance observed in Table I. In summary, the
robust optimization hedges against placing too many tasks in
a bundle to present to the operator by recommending tasks
that can be completed with high probability, given that they
are uncertain. The downside is that there is a price to be paid
in terms of nominal performance, but this can be tuned by
the designer by selecting the parameter β to be aligned with
a desired level of conservatism.

V. CONCLUSION

This paper has presented the optimization problem of
scheduling search tasks for human operators in a UAV do-
main using a robust optimization approach. In this problem,
the human is modeled as a single server that is presented
with a stream of randomly arriving tasks which need to
be searched. We have presented a novel scenario-based
optimization specialized to the collaborative human-UAV
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Fig. 4. Difference in completion time showing that a nominal CE approach
can result in infeasible mission

search and shown that a simple robust optimization technique
can significantly enhance the performance of a decision
support system, and result in solutions that result in improved
performance in the case of uncertain search times.

An important ongoing objective is the understanding of
whether robust optimization can also be beneficial in the
case of reactive policies, where rather than optimizing around
a nominal model, the optimization is performed robustly.
This robust adaptive replanning has been beneficial in other
optimization settings [35], and it will be important to verify
the conditions under which this benefit can be harnessed in
the scheduling problem as well.
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