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A Truncated Prediction Approach to Stabilization of Linear Systems
with Long Time-Varying Input Delay

Bin Zhou

Abstract— This paper studies the problem of stabilizing a
linear system with long time-varying delay in the input. Under
the assumption that the open-loop system is not exponentially
unstable and stabilizable, a finite dimensional static time-
varying linear state feedback controller is obtained by trun-
cating the prediction based controller and by adopting the
parametric Lyapunov equation based low gain feedback. As
long as the time-varying delay is exactly known and bounded,
explicit condition is provided to guarantee the stability of the
closed-loop system. It is also shown that the proposed controller
achieves semi-global stabilization of the system if its actuator
is also subject to saturation. Numerical examples show the
effectiveness of the proposed approach.

I. INTRODUCTION

Time delay, which arises frequently in many engineer-
ing systems such as long transmission lines in pneumatic
systems, rolling mills, nuclear reactors, hydraulic systems,
manufacturing processes, digital control systems and systems
that are controlled remotely ([4], [8], [16], [18]), is generally
recognized as a source of performance degradation and even
instability of control systems ([4]). Control problems, espe-
cially, the problems of stability analysis and stabilization, for
time-delay systems have attracted much attention for several
decades. Various types of time-delay systems have been
investigated and a great number of results have been reported
in the literature (see, e.g., [4], [7], [11], [18], [22], [23] and
the references cited therein). There are several categories of
methods for handling stabilization of time-delay systems.
The most efficient methods are probably the Lyapunov-
Krasovskii functional based methods (see, e.g., [5], [17], [20]
and [21]). The Razumikhin Theorem based approach also
falls into this category ([4]). The idea is to find a positive-
definite functional such that its derivative along the trajecto-
ries of the time-delay system is negative. The results obtained
by these methods can be easily recast into linear matrix
inequalities, which can be efficiently solved numerically. A
drawback of these methods is that in general only sufficient
conditions can be obtained, which leads to conservatism.
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Even though such conservatism can be reduced, the resulting
conditions are usually very complicated with the associated
computational burden dramatically increased ([2], [3]).

Another efficient approach to dealing with time-delay
systems is the predictor feedback ([1], [6], [7], [8], [12] and
[13]). This approach is especially effective for input delay
systems, including unstable ones. However, as noticed in [7],
almost all the existing results deal with problems where the
delay is constant and time-varying input delay has received
very little attention. Though the predictor feedback for time-
varying input delay system has been introduced by Artstein
in [1], the design is not worked out in detail since the case
of time-varying delay is considered only for plants that are
time-varying, in which case explicit developments are not
possible ([7]). Very recently, by constructing a Lyapunov
functional using a backstepping transformation with time-
varying kernels, and transforming the actuator state into
a transport partial differential equation with a convection
speed coefficient that varies with both space and time,
the exponential stability of the feedback system with the
predictor controller proposed in [15] for systems with time-
varying input delay is proven in [7].

In this paper, inspired by the work in [7] and [15],
we consider predictor based controller for linear systems
with long time-varying input delay. Different from those
traditional prediction based controllers, which are infinite-
dimensional static feedback laws and may cause difficulties
in their practical implementation (see, for example, [18] and
[19]), we develop a truncated prediction based controller
which only involves finite dimensional static state feedback
by ignoring safely the distributed terms in the traditional
prediction based feedback. It is shown that if the open-
loop system is not exponentially unstable and the nominal
feedback gain is designed by our recently developed para-
metric Lyapunov equation based low gain feedback ([25]
and [26]), the asymptotic stability of the closed-loop system
under the truncated prediction feedback can be established
with the aid of the Razumikhin stability theorem. An explicit
condition is provided for choosing the free parameter in
the controller. It is also shown that the proposed truncated
prediction feedback also achieves semi-global stabilization
of the considered delay system when the actuator is subject
to saturation. A numerical example the time-varying delays
considered in [7] is worked out to illustrate the effectiveness
of the proposed approach. We point out that the proposed
controller reduces to the one proposed in [26] if the delay
in the input is constant, exposing an underlying mechanism
of the approaches given in [9] and [26]. We also point out
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that, although long time-varying input pointed delay, multiple
pointed delays, and distributed delay have been respectively
considered in [27], [28] and [29], the open-loop systems are
only allowed to have unstable zeros at the origin. In the
present paper, the unstable poles are allowed to be on the
imaginary axis.

The remainder of this paper is organized as follows. The
idea of the truncated prediction feedback for linear systems
with time-varying input delay is introduced in Section IL. In
Section III we prove the stability of the closed-loop system.
Numerical examples are presented in Section IV to validate
the effectiveness of the proposed approach. Finally, Section
V concludes the paper.

Notation: The notation used in this paper is fairly stan-
dard. For a vector u € R™, we use |lul| to denote the
oo-norm of u and sign (y) to denote the sign function which
takes value +1 if y > 0 and -1 if y < 0. The standard satu-
ration function is defined as sat (u) = sign (u) min {|ul|, 1}.
For a matrix A € R"™™", AT and tr (A) are respectively
its transpose and trace. Finally, for a positive scalar T,
let 6, = € (]-7,0],R") denote the Banach space of
continuous vector functions mapping the interval [—7, 0] into
R™ with the topology of uniform convergence, and let x; €
%n.r denote the restriction of z (t) to the interval [t — 7,
translated to [—7, 0], that is, 2 () =z (¢t + 0),0 € [-7,0].

II. TRUNCATED PREDICTION APPROACH

Consider the following linear system with input delay
i (t) = Az (t) + Bu (¢ (1)), (D)

where z (t) € R” and u (t) € R™ are respectively the state
and input vectors, and ¢ (¢) : R™ — R is a continuously
differentiable function that incorporates the actuator delay.
The function ¢ (¢) can be defined in a more standard form

¢(t)=t—-D(t), 2)

where D (t) : RT — RT is the time-varying delay.
However, as pointed out in [7], the formalism involving the
function ¢ (¢) turns out to be more convenient because the
predictor problem we will consider later requires the inverse
function of ¢ (), namely, ¢~ (¢). In this paper, we will
proceed with model (1) and assume (2) whenever necessary.
Some assumptions on ¢ (¢) will be made clear as follows.

Assumption 1: The function ¢ : RT™ — R is a continu-
ously differentiable, invertible and exactly known function
and the delay D (¢) is bounded, namely, there exists a finite,
yet arbitrarily large, number D > 0 such that

0<D(t)<D, Vtel0,00).
The main idea of predictor feedback is to design the
feedback controller

u(o(t) = Kz (t),

such that the closed-loop system consisting of (1) and (3) is

Vo (t) =0, 3)

@(t)=(A+BE)x(t), Vo(t)=0, 4)

where K is such that A+ BK is asymptotically stable. The
controller (3) can also be written as

u(t) =Kz (67 (1)),

However, as ¢~ (t) > ¢,Vt > 0, the above controller is im-
possible to implement in practice. To overcome this problem,
z (¢! (t)) should be predicted based on the current state.
By using the system model (1) and the variation of constants
formula ([4] and [7]), it can be obtained that

z (g7 (1) = AT O (1)
+ / T 0 Bu o 51y as

t>0. (5)

Substituting the above relation into (5) gives the following
predicator feedback

u(t) = K (eA(W(t)—t)x (t)

o7 (t) L
+/ eAls” (ﬂ—S)Bu(qs(s))ds). (6)
t

For easy reference, the first term
up () = KeAW 00z (1) ™

is referred to as the finite dimensional prediction while the
second term

ol
ui () = K/t Ao (t)fs)Bu(qS(s)) ds, (8)

is referred to as the infinite dimensional prediction.

The prediction based controller (6) is conceptually ap-
pealing as it ensures that the closed-loop system (4) has
finite spectrum (this is why this method is also referred
to as the finite spectrum assignment method). However, the
controller in (6) is implicit since u is present on both sides
of equation (6) and under an integral sign, which makes the
implementation hard even when the delay D (¢) is a constant
one ([18], [24]). As explained in [12], obtaining this integral
term as the solution to a differential equation must be dis-
carded because it involves unstable pole-zero cancellations
when A is unstable. An alternative is to approximate the
integral term with a sum of point-wise delays by using a
numerical quadrature rule such as rectangular, trapezoidal
and Simpson’s rules. During the past several decades, the
effect of such a semi-discretization on the stability of the
closed-loop system has been examined thoroughly. It is
demonstrated in [14] and [19] with a scalar example that
for some prescribed system parameters, the approximated
control law may not stabilize the delay system no matter how
precise the approximation is. Considerable attention has been
paid to overcome this problem in the past several decades
(see [14], [18], [24] and the references therein).

In this paper, we will show that the distributed term
in the prediction based controller (6) is not required if
some additional requirements are imposed on the system.
Consequently, the implementation problem for such type of
controllers is avoided entirely. To this end, we first notice
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that, since D (t) is bounded, the function ¢! (¢) — ¢, which
was referred to as the prediction time, is also bounded. In
fact,

0<¢ ' (t)—t<D. ©)

Let the nominal feedback gain K be parameterized as K =
K (y) : v € (0,1]. If K (7) is of order 1 with respect to 7,
namely,

1
lim —[|K (y)] < 10
Jim S IE O < oe, (10)

then the finite dimensional prediction term wuf (¢) in the
predictor feedback law (6) is also “of order 1” with respect
to v in view of (9). Consequently, control w (¢) itself is “of
order 1” with respect to vy, namely,

1
lim — JJu(t)|| < o0, t>0.
y—=0*t

As a result, by virtue of (9),

lim - || & () / oo AT O=5) By (¢ (5)) ds
y—0+ 72 ¢

= lim (1K(’y)>
y—0t Y

e (1),

) 67 (1) )
<tm SE@) [ (et 0]
y—0t 7y t

1
lim — |u(s)||> ds,
y—0t 7y

<00,

namely, the infinite dimensional prediction term wu; (t) is at
least “of order 2” with respect to . This indicates that, no
matter how large the value of D is, the infinite dimensional
prediction term wu; (t) in (8) is dominated by the finite
dimensional prediction term wus (¢) in (7) and thus might be
safely neglected in w (t) when ~ is sufficiently small. As a
result, the predictor feedback law (6) can be truncated as

w(t) = u (t) = K (1) e Oy, 1)

which we refer to as the “truncated predictor feedback”. The
main advantages of the truncated predictor feedback (11)
over the predictor feedback (6) is that the numerical problems
encountered in the implementation of the integral prediction
(distributed) term (8) is entirely avoided.

However, to ensure that the truncated prediction approach
is indeed possible, two problems should be solved. On the
one hand, we need to identify what type of systems can be
stabilized by a parameterized feedback gain K = K () :
v € (0, 1] such that (10) is satisfied. On the other hand, we
need to verify that the truncated prediction feedback (11)
can indeed stabilize the time-delay system (1). For the first
problem, it is well-known that such a parameterized feedback
gain exists if and only if (A, B) is stabilizable and all the
eigenvalues of A are on the closed left-half plane (see, for
example, [10] and [25]). Since the stable eigenvalues of A

does not affect the stabilization of the system, for simplicity,
we impose the following assumption on the system.

Assumption 2: The matrix pair (4, B) € R"*" x R"*™
is controllable with all the eigenvalues of A being on the
imaginary axis.

The main purpose of this paper is to give a positive answer
to the second problem mentioned above.

Remark 1: When the delay in the time-delay system (1)
is constant, say, ¢ (t) =t — D where D is a constant, then
¢~ 1 (t) = t+ D, and the truncated prediction controller (11)
becomes

u(t) =K (7)ePz(t).

In this case, it has been proven in [9] and [26] that, if K ()
is properly designed, such a controller can indeed globally
stabilize the time-delay system (1). This also explains why
we have designed such a controller in [9] and [26].

III. STABILITY ANALYSIS OF THE CLOSED-LOOP
SYSTEM

In this section, we first prove that the truncated prediction
controller (11) can indeed stabilize the time-delay system (1)
under Assumptions 1 and 2.

Theorem 1: Consider the linear system (1) with time-
varying delay. Let Assumptions 1 and 2 be satisfied and
n > 2. Then the truncated prediction feedback

u(t) = —BTP ()07 0=z 1),

5*
vye (0, =2
7 < D(n—1)

globally stabilizes system (1), where w(t) = 0,Vt €
[¢(0),0), the matrix P (v) is the unique positive definite
solution to the parametric ARE

ATP 4+ PA—PBBTP = —4P,

>, vi>0, (12)

13)
and 0* is the unique positive root of the following equation

(n—1)°

—— =0’ (' —1). (14)
n
Proof- (Sketch) Let K = —BTP. The closed-loop
system can be written as
i (t) = Az (t) + BKeAt=¢M gz (¢ (1)). (15)

It can be readily shown that we need only to consider the
stability of system (15) with ¢ > ¢~ (¢! (0)) . Notice that
with the help of the above model (15) and the variation of
constants formula ([4] and [7]), we can compute

z(t) = eA(t—aﬁ(t))m((b (t))
¢
+/ eA(t_S)BKeA(S_d’(S))x((é (s))ds.
#(t)

Then the closed-loop system (15) can be rewritten as

i(t) =(A+ BK)z(t)
¢
A= BEK A=) 1 (¢ () ds

(16)
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By virtue of (13) and Lemma 1, and after some computation,
the time derivative of V (z (t)) = 2T (t) Px () along the
trajectories of the system in (16) satisfies

V(x () < =V (z (1) +nyAT (£) PA(L).

By using the Jensen inequality and Lemma 1, and after some
intricate computation, we get
IV (2 (¢ (5))) ds,

AT (£) PA(t) = (ny)? De?P /¢ .

where w = n — 1. Substituting the above inequality into (17)
gives

a7

t

V(z(t) < —AV(z(t)+(m7)*De’®  (18)
e @ o (s)) d.
(1)
Notice that
$(d(t)=t—D(t)-D((t-D(t))2t—D'(1).

Clearly, we have |D’ (t)] < 2D. Hence, under the condition
that

Viz(t+0) <nV(z(),

where 17 > 1 is any given scalar, the inequality in (18) can
be continued as

V (x (1))

V9 € [-2D,0],

gt
<AV (@ (1) ) D [ eIV (@ (1) as
t-D
2
_ _7% (nn3 —6e% (ef — 1)) Vi(z (), (19)
where § = wyD. Notice that f(§) = e’ (e —1) is

a strictly increasing function. Therefore we deduce from
equation (14) that there exists a number n > 1 and a
sufficiently small number € > 0 such that
w2
— — 06’ (e® —1) > ¢,
3 0 (e )>e

Vs € (0,0%).
With the above inequality we get from (19) that

V), Ve < gw>

The closed-loop system (15) is thus asymptotically stable by
virtue of the Razumikhin stability theorem. |

Remark 2: In the above we have assumed that n > 2. If
n = 1, say, the system is of the form & = —u (¢ (¢)), then
we get from the proof of Theorem 1 that

V(1) <=y (1-m*D°) V(= ®).

Therefore the stability of the closed-loop system is guaran-
teed provided v € (0, 1 /E) .

We next briefly discuss about the output feedback sta-
bilization of system (1) by a truncated prediction based
controller. Let us assume that the time-delay system (1) has
an output

y(t)

nnie

V(z(t) <—

w2

=Cxz(t), CeRP™, (20)

where (A,C) is detectable. We construct the following
observer based controller

{ T (t) = AT (t) + Bu (¢ (1)) +
u(t) = —BTP(y)e
(21)

where P (vy) is the unique positive definite solution to the
parametric ARE (13) and L € R™*? is such that A — LC is
asymptotically stable.

Theorem 2: Let Assumptions 1 and 2 be satisfied and n >
2. Then there exists a v* > 0 such that the observer based
truncated prediction feedback (21) stabilizes system (1) for
any v € (0,77].

In the event that the time-delay system in (1) is also subject
to input saturation, the system becomes

& (t) = Az (t) + Bsat (u (¢ (t))),

Ly(t) —
AT O (1), vt > 0,

Cz (1),

(22)
where

um) 11, (23)

with sat (u;) being the standard scalar saturation function.
We have the following result regarding semi-global stabi-
lization of the time-delay system. The proof is omitted due
to space limitation. Output feedback results can also be
obtained accordingly and will not be presented here for
brevity.

Theorem 3: Let Assumptions 1 and 2 be all satisfied. Then
the truncated prediction feedback laws (12) with P () being
the unique positive definite solution to the parametric ARE
(13), semi-globally stabilize system (22), i.e., for any a priori
given bounded set Q) C €, D> there exists a v* > 0 such
that, for an arbitrary v € (() ~v*], the closed-loop system is
asymptotically stable at the origin with {2 contained in the
domain of attraction.

sat (u) = [ sat (u1) sat (ug) sat (

IV. NUMERICAL EXAMPLES

We consider a delayed double oscillator system character-
ized by (1) in which A and B are given by

0 w 0 0 0
-w 0 1 0 0

A= 0 0 0 w/|’ B= 01|’ 24
0 0 —w O 1

where w is an positive number. For this system, the unique
solution to the parametric ARE can be computed as

6 5 3 4

4% 3y

3y 8y Y 2
pu o TEo Two o Yy
3 4 10 11 4
P |5 W TE A
T3 8y 11y 2 147 6~ ’
w3 w w t 47 + 47 w
—4~2 el 642
4y - > 4y
7
where p1; = 23 — ¢ +87 We consider two cases of delay

function ¢ (t ) in the system:
« In the first case, the delay function is (Example 5.3 in

(7D
t+1

, >
2t+1 -

b(t) =t~
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D(t) in Case 1
181 D(t) in Case 2| -

D(t)

. . . . .
5 10 15 20 25 30 35 40 45 50
time (second)

0.2 L L L L
0

Fig. 1. The time-delay function D (¢) in two cases.

It follows that D = 1 and the inverse function of ¢ (t)
is

gyt (t+2)°+1
0 -
The delay function D (t) =t — ¢ (¢) is shown in Fig. 1.

Hence, according to Theorem 1, the truncated prediction
based (time-varying) controller is given as

t+1
u=—-BTPexp | A + T.

(t+1)°+1+1¢

« In the second case the delay function is oscillatory and
is given by (Example 5.4 in [7]),

() =p"" (1),

For an illustration of this function, see Fig. 2 in [7].
The delay function D (t) =t — ¢ (t) is also shown in
Fig. 1. For this function, we obtain D = % Again,
according to Theorem 1, the truncated prediction based
(time-varying) controller is given as

uw=—BTPexp (A (1 + %cos (t))> x. (25)

1
p(t):t+1+§cos(t).

For these two cases, with a given initial condition z () =
122 —1]",v6 € [—D,0], and by setting w = 2 and
~ = 0.3, the state responses and control signals u (¢ (¢)) are
shown in Fig. 2 and Fig. 3, respectively. It is clear that the
systems are indeed stabilized by these two truncated predi-
cation controllers. Finally, for such a given initial condition,
with different values of -y, the control signals u (¢ (¢)) for the
above two different kinds of delay functions are recorded in
Fig. 4, from which we see that the peak values in the control
signals decrease as -y decreases, which indicates semi-global
stabilization in the presence of input saturation.

V. CONCLUSIONS

In this paper, we proposed a new design approach, re-
ferred to as truncated prediction feedback, for linear systems
with long time-varying input delay. By adopting the idea
of prediction based feedback and the recently developed
parametric Lyapunov equation based low gain feedback, a

x(t)

I I
0 5 10 15 20 25 30 35
time (second)

o B N W

u(o(t)

. . . . . . . . .
0 2 4 6 8 10 12 14 16 18 20
time (second)

Fig. 2.  State evolution and control signal of the closed-loop system for
the first case of delay function.

x(t)

I I
0 5 10 15 20 25 30 35
time (second)

u(e(t)

I I
0 5 10 15 20 25 30 35
time (second)

Fig. 3. State evolution and control signal of the closed-loop system for
the second case of delay function.

finite dimensional static linear time-varying state feedback
was proposed that stabilizes the system as long as the open-
loop system is not exponentially unstable and the delay is
bounded. An explicit condition on the free parameter in
the controller was obtained to guarantee the stability of the
closed-loop system. It was also shown that the proposed
parameterized controller semi-globally stabilizes the system
in the presence of actuator saturation. In comparison with the
prediction based controllers which are infinite dimensional
state feedback, the proposed new controllers are more conve-
nient to implement. Numerical examples have demonstrated
the effectiveness of the proposed approach.

The research in this paper opened several future research
topics. For example, it would be interesting to consider linear
systems with long multiple and distributed time-varying
delays in the input by combining the truncated predication
approach and those ideas found in our early studies [28] and
[29]. However, our initial study indicates that the controllers
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- = —-y=0.2
y=0.1
y=0.05

u(e(v)

.
0 5 10 15 20 25 30 35 40
time (second)

2 T T
Iv Case 2

- = y=0.2

u(o(t)

I
0 5 10 15 20 25 30 35 40 45 50
time (second)

Fig. 4. Control signals for different values of « with two different kinds
of delay functions.

involve some nonlinear differential equations leading to some
technical difficulties. Also, it is expected that the proposed
truncated approach can be adopted to handle input delay sys-
tems that are exponentially unstable. In that case, though it
cannot be expected that the delay can be as large as possible,
it is reasonable to anticipate that less conservative results
concerning the maximal allowable delay in the system can
be obtained than those approaches without any predication
term can since the finite dimensional prediction term in the
form of (7) can partially compensate the delay effect ([8]).
Further study along these lines are now under way.

APPENDIX

In this appendix, we recall the following results from [25]
and [26] regarding properties of solutions to the parametric
Riccati equation (13).

Lemma 1: Assume that the matrix pair (A,B) €
(R™*™ R™ ™) is controllable and all the poles of A are
on the imaginary axis. Then the parametric ARE

AP+ PA— PBBYP = —4P,

has a unique positive definite solution P (y) = W~1(y),
where W () is the unique positive definite solution to the
following Lyapunov equation

W (A + %In)T + (A + %In> W — BBT.

Moreover, 1). lim,_,o+ P (y) = 0; 2). fP (7) > 0,¥y > 0;
3.t (BTP (v) B) = ny; 4). P (7) BB'P (7) < nyP () ;
and 5). e tP (y) et < e“7P(y), where t > 0 and w >
n— 1.
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