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Towards a Theory of Stochastic Adaptive Differential Games

Yan LI and Lei GUO

Abstract— Complex systems with components or subsystems
having game-like relationships are arguably the most complex
ones. Much progress has been made in the traditional game
theory over the past half a century, where the structure and the
parameters are assumed to be known when the players make
their decisions. However this is not the case in many practical
situations where the players may have unknown parameters. To
initiate a theoretical study of such problems, we consider in this
paper a class of two-player zero-sum linear-quadratic stochastic
differential games, assuming that the matrices associated with
the strategies of the players are unknown to both players. By
using the weighted least squares (WLS) estimation algorithms
and a random regularization method, adaptive strategies will be
constructed for both players. It is shown that both the adaptive
strategies will converge to the optimal ones under some natural
conditions on the true parameters of the system. To the best
of our knowledge, this work seems to be the first to address
adaptive stochastic differential game problems with rigorous
convergence analysis.

I. INTRODUCTION

Complex systems are currently at the research frontiers
of many important scientific fields, ranging from biology to
economy. Complex systems with components or subsystems
having game-like relationships may be the most complicated
ones to handle, and the theory of differential games appears
to be a useful tool in modeling and analyzing conflicts in
the context of dynamical systems. Differential games were
motivated by combat problems [2], and have been applied
in many disciplines, such as economics and management
science, biology, ecology and sociology [19], [20]. A great
deal of research effort has been devoted to this area in the
past half century and much progress has been made [3]-[6].
The theory of differential games combines control theory
and game theory [7] in some sense, which enriched the
theory and applications of both [17], [26]. Among many
different kinds of games, the linear-quadratic differential
games, which are described by linear equations and quadratic
payoff functions, have attracted much attention. Bernhard
[4] gave necessary and sufficient conditions for the exis-
tence of a saddle point for deterministic two-player zero-
sum differential games on the finite time interval. Starr
and Ho [5] extended the zero-sum differential games to
the nonzero-sum cases, i.e., the players wish to minimize
different performance criteria and they discuss three types of
solutions. Different state information patterns may give rise
to different types of equilibria, which have been discussed
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extensively in [6]. Feedback Nash equilibria in the linear
quadratic differential games on an infinite time horizon have
been studied in [6], [25]. The existence of such equilibria is
equivalent to the existence of solutions to a set of algebraic
Riccati equations. Differential games are also related closely
to optimal control problems. Basar [26] studied the H*-
optimal control problems in the framework of dynamic game
theory, since the original H”-optimal control problem is in
fact a minimax optimization problem, and hence a zero-sum
game. However, in all the above mentioned works, the game
structure and the parameters are assumed to be known to all
the players.

In control systems, when the structure and the parameters
are unknown, a natural way is to use the online state
information to estimate the unknowns, which are then used to
update the controller. This is called adaptive control design,
which is known to be a powerful tool in dealing with systems
with large uncertainties. In the past half century, adaptive
control systems have attracted much attention, see, e.g., [13]-
[15]. Since adaptive control is a nonlinear feedback which
performs identification and control simultaneously in the
same feedback loop, a rigorous theoretical investigation is
well-known to be complicated, even for linear stochastic
systems. Notwithstanding, when facing with parameter un-
certainties in linear stochastic discrete-time systems, a well-
developed theory exists now (see, e.g., [9]-[11]). One of
the most remarkable progress has been the establishment
of a convergence theory of the well-known Least Square
(LS) based self-tuning regulators, which was initiated by the
seminar work of Astrom and Wittenmark [27] and completed
by the rigorous analysis in [9] and [12]. Another notable
advance in linear stochastic adaptive control is the adaptive
Linear-quadratic-Gaussian (LQG) control problem, where a
key theoretical difficulty has been how to guarantee the con-
trollability of the online estimated model. This longstanding
problem was finally resolved reasonably in the works [10]
and [11], which turn out to be the key bases for the adaptive
game problems to be solved in the current paper. That may
also explains why the natural adaptive two-player zero-sum
game has not been solved earlier.

Similar to control systems, structural and parametric un-
certainties may be faced with in the game systems. For
example, in the pursuit-evasion game, the pursuer may not
know the parameters or the structure of the evader and vice
versa; in the economic market, if two firms compete for a
fixed number of consumers by advertising, they may not
know how their strategies will affect the market. What can
be done in the game theoretical framework when facing with
uncertainties? Of course, it is natural to consider adaptive
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game theory. As a starting point, we will consider the
two-player zero-sum stochastic differential linear-quadratic
games. The dynamics of the system is described by the
following stochastic differential equation:

dX (¢) = (AX(t) + B1U(t) + BoUx(t))dt + DAW (1),

where U is the strategy of Player 1 and U, is the strategy
of Player 2. As is well-known, there are relatively complete
theories in the case where the parameters of the game
and the exact state information are known to both players.
Much research effort has been devoted to the linear-quadratic
differential games in which the system state is affected by
external disturbances. Bagchi and Olsder [23] solved this
problem by converting it into an optimization problem in
an infinite-dimensional state space. Leondes and Mons [22]
gave computable strategies which were shown to be closely
related to a Kalman filter. Recently, Mu and Guo in [33]
have considered the identification problem between a human
and a machine based on the generic 2-player-2-action game
including the prisoner dilemma game. Vrabie and Lewis
[24] give a method for finding online the Nash equilibrium
solution by a continuous-time adaptive dynamic program-
ming procedure that uses the idea of integral reinforcement
learning, where the matrix A, which is part of the dynamic
of the system, need not be known. However, to the best of
our knowledge, few have considered the problem where the
unknown parameters exist in stochastic differential games.
In this paper, we will deal with this kind of problem. We
assume that both players only know the parameters of the
system, i.e., Player 1 does not know B and B;, neither does
Player 2. Although the problem formulation as well as the
theoretical difficulties are different with those in adaptive
control, it turns out that the theory and techniques developed
for stochastic adaptive LQG control are quite useful (see,
[10], [11]). The adaptive strategies, which are designed via an
adaptive Riccati equation with parameter estimates given by
weighted least-squares algorithms regularized by a random
method, are shown to be asymptotically optimal.

The remainder of the paper is organized as follows. In
Section II, we give the problem formulation and the main
results. Section III gives the proof of Theorem 1. Section IV
will conclude the paper.

II. PROBLEM FORMULATION AND MAIN
RESULTS

A. Problem Formulation

Consider the standard two-player zero-sum stochastic dif-
ferential game. The system is described by the following
differential equation

dX(t) = (AX(t) + B1U, (t) + BoUx(2))dt +DAW (¢), (1)

where X (1) e R", A ¢ R By e R"™ B, e R™"™ D¢
R™P, We will define A as system matrix, B; as action
matrix for Player 1, and B, as action matrix for Player
2. U(tr) € R™ is the strategy of Player 1, U(r) € R™ is
the strategy of Player 2, (W(z),%;t > 0) is an RP-valued

standard Wiener process. The random variables are defined
on a fixed complete probability space and the filtration
(Z:,t > 0) is defined on this space. It is assumed that A
is known to both players, while B; and B, are unknown to
both.

The payoff function is:
T

J = limsup % (XT()ox (1) + U (t)R U (1)

T—oo

—Uj (1)R:Us (1)) dt, (2)

where 0= Q7 >0, Ry =R! >0, R, = R] >0, are known to
both players. Player 1 aims to minimize the payoff function,
while Player 2 maximize it. We may denote the payoff
function J by J(U, (t),U»(t)), since it depends on the choices
of U;(¢) and U, ().

If we want to find the solution to the game, we should first
know the information that the players have about the game
when they make their decisions. Now we will introduce the
following definition [6] to explicit this problem clearly.

Definition 1: Let n'(t) = {X(5),0 < s < &'}, where 0 <
g <t,i=1,2, n'(t) determines the state information gained
by Player i at time ¢, and €& denotes the last time of Player i
gaining his information, so Player i can only make strategy
depending on 1’(t). We say Player i’s information pattern is

open-loop pattern: if ni(t) = {X(0)} for i =1,2;

feedback pattern: if n'(t) = {X(¢)} for i =1,2.

In this paper, we will pay attention to the feedback pattern

only. Then the equilibrium of the above game is defined as
the following.

Definition 2: For the zero-sum linear-quadratic differen-
tial game with both players of the feedback pattern, a pair of
strategies (U?,UY) constitutes a feedback Nash equilibrium
if it satisfies

J(UL,02) <J(UF,07) < (U1, 07),

for all Uy, U, in the feedback pattern.
When the parameters are known, the feedback Nash equilib-
rium for the above game is expressed as

Ui(t) = =Ry 'BILX (1) 3)

Us(t) =Ry ' B3 LX (1), “
where L is the symmetric solution of the following alge-
braic Riccati equation (5), which makes A — (BlRl_lBlT —
ByR;'BY)L stable

LA+ATL+Q—L(BiR;'B] —B:R,'BY)L=0. (5)

This Riccati equation seems to be similar to the standard
Riccati equation associated with the standard LQG problem
in control theory:

LA+ATL+Q— LML =0,

where the key difference is that M is positive definite
in the standard LQG problem, while BlRlelT —BR; lBg
is indefinite in the zero-sum linear-quadratic game, which
makes the analysis in the current paper more complicated.
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Under the feedback pattern, the pair of the above strategies
is the unique Nash equilibrium solution for the game [6].

In order to give a sufficient condition for the existence of
(5), we will first introduce a matrix function given by

G(s) =R+BT (—sl —AT)"1Q(s1 —A) !B,

_ _| &
where B = [B,B;],R = [ R }

If the following assumptions made on the true parameters
are satisfied, (see, e.g., [16])

Al) the system matrix A is stable, and the pair (A, [B1,Ba])
is controllable;

A2) the matrix function G(s) is antianalytic perfactoriz-
able;

then the Riccati equation (5) has a positive definite solu-
tion L which makes A — (BiR;'BT — BoR,'BY )L stable.

Remark 1: Consider the following relaxation of Al):
A1)’ The pair (A,[B1,Bz]) is stabilizable.
It has been shown in [16] that Assumptions A1)’ and A2)

are equivalent to the property that the Riccati equation (5)
has a solution that makes A — (B1R; ' B] —ByR, 'BY)L stable.

Next we introduce a class of matrices defined by

R

Foae) 2| |

] £F |A+BF +BF
exponentially stable}.

Definition 3: Assume (A, [B;,By]) is stabilizable. We will
say that G(s) is antianalytic perfactorizable (see. e.g., [16])
if there exists F € .% (A, By, By) such that G(s) is antianalytic
facotorizable,
where

G(s)=R+B"(—sI—AT)"'FTR+RF(sI —A)"'B
+ BT (—=sI —AT) "' (Q+F"RF)(sI —A)~!

where A = A+ BF, B = [B},B:],R = {Rl R } F =
—12

[ ? ] € .Z(A,B,B,). For G(s) is associated to F, we can
2

denote it by Gr(s). N

_Remark 2: A matrix G(s) is antianalytic facotorizable, if
G(s) and its inverse can be factorized into two proper rational
matrix functions [16].

The following lemma can be found in [16], which is helpful
for us to determine whether the estimated parameters satisfy
A2) or not.

Lemma 1: Assume the pair (A, [Bj,Bz]) is stabilizable.
If there exists one matrix F € . (A,B;,B>) such that the
function G(s) associated to F is antianalytic facotorizable,
then so does for any matrix F € % (A,B;,B>).

Remark 3: Since it is assumed that the true parameters
satisfy A1) and A2) , the existence of the positive definite
solution to the corresponding Riccati equation (5) can be
ensured. However, since By and B, are unknown to both

players, we need to estimate B; and B, by the online
state information first, and then to replace B; and B, in
(5) by its estimate denoted by B(t) and B,(r). Now it is
sufficient to check whether the pair (A, B, (t),ég(t)) satisfies
Assumptions A1) and A2). To this end, we note first that
the random regularized method introduced in [10] can be
used to ensure the controllability of (A, [B; (), B2(¢)]). Then
we need only to verify A2) for (A,El(t),éz(t)>. Notice

that the true parameters (A,B;,By | are assumed to satisfy
A2), then it can be concluded from Definition 3 that there
exists at least one F € .7 (A,B1,B2) such that the associated
Gp(s) is antianalytic facotorizable. By the controllability
of (A,[B1,B;]), we can know that there exists the special

form of F' = 8 } such that F’ € % (A,B1,B,). Then by

Lemma 1, Gy (s) is antianalytic facotorizable. So G(s) corre-
sponding to (Aﬁl(t),éz(t)) is antianalytic perfactorizable
by Definition 3. Above all, it only needs to check that the
pair (A, [B,(t),B,](t)) is controllable in order to ensure the
associated Riccati equation is solvable. If we denote the
solution by L(¢), then the adaptive strategy can be designed
by replacing L in (3) and (4) by L(¢), and (By,B) in (3)-(4)
by (B1(1)Ba(r)).

B. WLS Estimation

Because both players do not know the parameters B and
B, they need to estimate the parameters first in order to
construct adaptive strategies. For simplicity, we assume that
the two players use a common estimator, just like there is
an independent agency providing parameter estimation or
prediction for them.

Remark 4: 1Tt is also worth considering the case where the
two players estimate the parameters independently, which
will be considered elsewhere.

To describe the estimation problem in the standard form,
we introduce the following notations:

6" = [By,B,)

and

so (1) can be rewritten as
ax (1) = (AX (1) + 67 (1) )dr + DAW (1).

Now the continuous-time WLS estimates, (6(¢),r > 0), are
given by

do (1) = a(t)P(r)(r)[dX" (1) — X" (AT — " (1)6(r)dr],
(6)

dP(1) = —a(t)P(1)@(t)@" (1)P(r)dr, @)
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where P(0) > 0, B;(0) and B,(0) are arbitrary deterministic
matrices such that the pair (A, [B(0),B>(0)]) is controllable,

®
)

t
r(t) = P~1(0) | +/0 Ul (s)U1(s) + U3 (s)Ua(s)ds (9)
and f € F with
F={f|f: Ry — Ry, f is slowly increasing

and / dr < oo for some ¢ > 0}, (10)
¢ xf(x)

where a function is called slowly increasing if it is increasing
and satisfies f > 1. (see, e.g., [10])

Remark 5: It can be concluded from [10] that if f € F,
f(x) =o(logx). So a(r) can be chosen as loglog(r(z)).

The following lemma is helpful for us to get the conver-
gence result in this paper, which can be found in [11].

Lemma 2: Let (6(t),r > 0) satisfy (6) and (7) . Then the
following properties are satisfied:

Dsup|P 1 (1)0(1)]> <o ass.
t>0

2) /0 Ta0)8T ()Pt < oo as;
3 lim6(r) = 0

f—oo
fori=1,2, where 6(t) = 0(r) — 0 and 67 (t) = [B, (1), B2(1)].

Although the WLS algorithms is self-convergent [10], the
controllability of (A7 By (1), Ba(1)]
nately, the random regularization method introduced in [10]
can be used to overcome this difficulty. The details are given
in the next section.

a.s.;

is not apparent. Fortu-

C. Regularization

We will introduce the following definition first which can
be found in [11].

Definition 4: A family of linear system models
(A(#),B(t),A(r) € R™" B(t) € Rt > 0) is said to
be uniformly controllable if there is a constant ¢ > 0 such
that

nil =A'(t)B(t)B" (1)A (1) > cI
i=0

for all 1 € [0,00).

From Lemma 2, it is known that 6(¢) converges to some
random variable. But the estimates may not satisfy the
desired controllability property, so it is necessary to have
them modified suitably. By Lemma 2, we have

lo—o6@ l=o(1Pu)).
So we can modify the estimates by the following way:
6(t,8) = 6(1)— P'*(1)p (1)

where 3 € .4 (m| +mga,n) denotes the family of (m; +my) x
n real matrices, and we can denote that

eT(t?ﬁ):[Bl(t’ﬁ)7B2(t?ﬁ)] (12)

To  guarantee the uniform controllability  of
(A,[Bi(t,B),B2(t,B)]), it is only needed the uniform
positivity of F(¢,B) [10] where

n—1
F(.B) = det (T A1510.0). 520, )| 0 ) |47

Note that if B = P~1/2(z) [ By (1. B) ~ B, ] , then By (1, )

B g (t ’ B ) —B;

and B;(t,8) would be respectively the true system pa-
rameters By and B,. Then (A, [By(t,),Bx(t,8)]) would be
certainly uniformly controllability. But this ideal condition
can not be obtained, so the following mechanism is used,
which can be found in [10].

Let (1, k € N) be independent sequences of i.i.d. .# (m; +
my,n)-valued random variables that are independent of
(W(t),t > 0). Let 1y be uniformly distributed on the unit
ball of a norm of the matrices. The procedure of choosing f3
is given by the following way, which can be found in [10]:

Bo=0
_ ) Nk
ﬁk B {ﬁk—la

where y € (0,4/2 —1) is fixed and the sequences of the
regularized parameters [B) (k), B, (k)] are given by

[ ggg } - { 5;?%2 } — P2 (k) B

if F(k,nk) = (1+7)F (k, Be-1)

14
otherwise (14)

15)
The following piecewise constant functions induced by

(15) are used for the adaptive games:

él(t) :El(k)
éz([) ZBz(k)

(16)
a7

for t € (k,k+ 1], where k € N.

D. Main Results

From the following Lemma 3, it is known that
(A,[Bi(t),B>(1)]) is uniformly controllable with respect to ¢.
Then, as is explained in Remark 3, the following algebraic
Riccati equation will have a real stable positive solution for
each 7 € [0,00):

ATL(t) +L()A+Q

—Ly(0) (B (ORy BT (1)~ B2()R; ' BE (1)) L(r) =0 (18)

Then Player 1 can use the strategy given by

Ui (t) = =R BT (1)L(1)X (1) (19)
while the strategy for Player 2 is given by
Us(t) = Ry 'BE(t)L(1)X (). (20)

The first theorem shows that if the two players use the
strategies (19) and (20), the solution of (1) will be stable in
the average sense.
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Theorem 1: The solution (X(¢),t > 0) of (1) with the
adaptive strategies of the players given by (19) and (20) is
stable in the sense that

1 (T
limsup— [ |X(s)]*ds < o a.s. 21
T—se 1 JO

The details will be given in the next section.

To obtain the optimal strategy, it is necessary to obtain
the strong consistency for the estimates (By(¢),r > 0) and
(By(t),t > 0). By the method in [10], diminishing excitations
are added to the strategies (19) and (20) respectively given
by

Ui (t) = =R 'BIL(I)X (1) + V() =V (k)] (22)
Us (1) = Ry 'BaL()X (1) + %[V (1) = V' (K)]  (23)

for t € (k,k+1] and k € N where U;(0) € R™, U;(0) €
R™2 are arbitrary deterministic vectors. ¥ and 7, can be any
sequences satisfying the following:

k k
%Z%z =o(1), IOngZO(Z}/iZ) for any [ > 1,
i=1 i=1

1 o
%2%2 =o(1), 10glk:0(2%2) for any [ > 1,
i=1 i=1

(V(t),t > 0) and V'(r) are chosen as sequences of inde-
pendent standard Wiener Processes that are independent of
(W(t),r >0) and (m,k € N).

The following theorem shows that the estimated parame-
ters converge to the true ones. The proof is similar to that in
[11], which will be omitted in this paper.

Theorem 2: Let (Bi(t),t > 0) and (B»(t),r > 0) be given
by (15) and the players use the strategies (22) and (23)
respectively in the system (1). If A1) and A2) are satisfied,
then

}Lmél(t):Bl a.s. (24)
limB,(t) =B, as. (25)
t—ro0

Since the parameters converge to the true parameters, the
optimality of the strategies given by (22) and (23) can be
proved easily.

Theorem 3: If A1) and A2) are satisfied for the differential
game (1) and (2), then the strategies given by (22) and (23)
are optimal, that is

1
limsup —
f—oo 1

X7 (X + Ui R (1)

+UsT(1)RyUs (1))dr = tr(DT LD) (26)

where L is the solution of (5).

I1I. PROOF OF THEOREM 1

We need the following results on WLS, which can be
found in [11].

Lemma 3: Let Al) and A2) be satisfied for the game (1)
(2). Then for any admissible strategies (U, (), Ua(t);t > 0),

the family of regularized WLS estimates (B;(t),r > 0,i =
1,2) defined by (14)-(15) have the following properties.

1) Self-convergence, that is, éi(t) converges a.s. to some
finite random matrix as t — oo for i = 1,2.

2) The family (A, [Bi(t),B(t)]) is uniformly controllable.

3) Semiconsistency, that is, as t — oo,

/0 |(Bils) — B)Ui(s)Pds = o(r(1)) + O(1) as.

fori=1,2.
Proof of Theorem 1

By Lemma 3 there are random matrices Bj(e0) and By(eo)
such that

lim By (t) = By (o) a.s.

[—yo0
t11_>r£1032(t) = By(o0) a.s.
It can be concluded from Lemma (3) that

(A,[Bi(),B(e0)]) are controllable a... Then form
Remark 3, it is easily to know that 18 has a positive solution
which makes A — (él (R 'BT (1) — éz(t)Rglég(t))L(;)
stable.
By the continuity property of the solution to the Riccati
equation (see in [16]),
tlgloloL(t) =L(e) as.

where L(e0) is the solution of the static Riccati equation
obtained by taking ¢ — oo in (18).
Let us denote

(1) = A~ (Bi(0)Ry BT (1)~ Ba(1)R; ' BY (1) ) L(1)

(o) = A — (Br(o)Ry BT () = Ba(o=)R5 " B (=) ) L(=)
Then we can get

lim ®(¢) = ®(c0).

f—o0

Since ®(¢) is stable and converges to a stable matrix, there
exists some bounded positive definite matrices P(t), such that

D(t)P(t) + P(t)P(r) = —1.
Now, note that the system can be expressed as:
dX (1) = (AX (t)+B1U\ (1) +BZU2(t))dt+DdW(t)
- (cp(;) + 5(t))dt + DAW (1)

where _ _
6(t) =B1(t)U,(t) + B2(t)Ua(2).

Now, let us analyze the term O () first,
81 < 2(1Bi O (1) + 1B ()02 (1))

where |- |> denotes the Euclidean norm of a vector.
From Lemma 3, it is known that

/Ot |8(t)[*dt = o(r(T)) +O(1).
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Then, applying It¢’s formula to {(P(¢)X(¢),X(¢)), and
noting that P(¢) is actually constant in any interval ¢ €
(k,k+ 1],k € N, it follows that

d(P(1)X (1), X (1))

)X
=2(P(1)X (1), P(1)X (1) + 8(1))

+tr(P(t)DDT)d +2(P(t)X (t),DAW (1)).  (27)
Furthermore, by Lemma 12.3 of [13] it follows that
T T 1/24¢
[ xo.popaway| <o | [ ixpal
0 0
for each € € (0,1/2).
By integrating (27), we can get that
(P(T)X(T). X(T)) ~ (P(0)X(0).X(0)) + / 1l

,
<o(rry) +ot+o( | [} >|2dr}

+/ tr[P(t)DD ] dt

So we can easily get that

(1—i—o(l))/OT|X(t)\dtSO(I)—i—O(T).

Hence, Theorem 1 is true.

IV. CONCLUSIONS

In this paper, we have proposed and analyzed a class
of adaptive stochastic differential games, specifically, linear
quadratic two-player zero-sum stochastic differential games
with unknown parameters. As a starting point, we have
considered the case where both players share the information
of the system matrix, but have unknown action parameters. It
is demonstrated that the optimality of the payoff function can
be obtained by adaptive strategies. However, many problems
remains to be done in this direction. For example, how
to design and analyze the adaptive strategies when all the
parameters are unknown to the players? What will happen
if the player is heterogeneous in the sense that both players
use different estimation algorithms with strategies updated
in different time scales? These remains further investigation.
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