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A Distributed Fault Detection Filtering Approach for a Class of
Interconnected Continuous-Time Nonlinear Systems
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Abstract— This paper develops a filtering approach for dis-
tributed fault detection of a class of interconnected continuous-
time nonlinear systems with modeling and measurement uncer-
tainties. A distributed fault detection scheme and corresponding
thresholds are designed based on filtering certain signals so
that the effect of high frequency measurement uncertainty
is diminished. The analysis of the proposed distributed fault
detection scheme shows that the derived thresholds guarantee
that there are no false alarms and characterizes quantitatively
the class of detectable faults.

I. INTRODUCTION

The smooth and reliable operation of large-scale dis-
tributed systems is a key requirement in the modern tech-
nological world. Examples of such systems include man-
ufacturing systems and critical infrastructure systems such
as telecommunication networks, electric power systems and
water distribution networks. The need for early detection
of developing faults before they lead to major failures is
of crucial importance. The problem of Fault Detection and
Isolation (FDI) is not new and there are many important
survey papers [1]-[3] and books [4]-[6] relying on the
model-based analytical redundancy approach.

In the last years significant research has been conducted
for FDI based on adaptive approximation methods [7], [8].
Most approaches for fault detection and accommodation so
far have been based on a centralized architecture, where
information about the state of the system is gathered and
processed centrally. Motivated by advances in wireless com-
munications, computing devices and software, there has
recently been significant interest in distributed and hierar-
chical fault diagnosis methods [9]-[14]. An important issue
that is often overseen is the presence of high frequency
measurement uncertainty. In most real world applications
such measurement uncertainty may influence significantly
the performance of fault detection schemes by causing false
alarms. The primary task of this paper is to fill the gap for the
case of uncertain state measurements in addition to modeling
uncertainty by using a distributed fault detection scheme for
a class of interconnected continuous-time nonlinear systems.

In order to accomplish this task, the state measurements
which are corrupted by measurement uncertainty are filtered
by p-th order low pass filters. The filtering is important
because it dampens the effect of high-frequency noise but at

C. Keliris and M. M. Polycarpou are with the KIOS Research Center
for Intelligent Systems and Networks, Department of Electrical and Com-
puter Engineering, University of Cyprus, Nicosia 1678, Cyprus (Email:
ckeliris@ucy.ac.cy, mpolycar@ucy.ac.cy). This work
is partially funded by the EC project iSense, FP-ICT-2009-6, project number:
270428.

978-1-61284-799-3/11/$26.00 ©2011 IEEE

the same time it imposes some new challenges such as how
to properly design the estimator and derive the corresponding
thresholds.

In this paper, by assuming that the filtering extinguishes
the measurement uncertainty, adaptive fault detection thresh-
olds are obtained under a rigorous analytical framework
guaranteeing no-false alarms. Further on, a fault detectability
condition is derived that characterizes the class of detectable
faults. The distributed fault detection scheme is based on
local fault filtering schemes with each one assigned to
monitor one subsystem. Each local fault detection scheme
receives the input and output measurements of the subsys-
tem it monitors and also the output measurements of all
the interconnected subsystems that influence the subsystem
under consideration. Finally, the local fault detection scheme
provides a decision regarding the health of the subsystem it
monitors. The implementation of the scheme is presented in
detail, along with practical issues and potential solutions.

The paper is organized as follows: in Section II, a problem
formulation for distributed fault detection of a class of non-
linear dynamical systems with modeling and measurement
uncertainties is presented. In Section III the design of the dis-
tributed fault detection scheme based on a filtering approach
is presented in detail. In Section IV the implementation of
the proposed scheme is demonstrated and a practical issue
is discussed along with a proposed solution. In Section V
the fault detectability condition that characterizes the class
of faults detectable by the proposed methodology is derived,
and finally, Section VI provides some concluding remarks.

II. PROBLEM FORMULATION

Consider a large scale distributed nonlinear dynamic sys-
tem which is comprised of N subsystems X7, I € {1,..., N}
and each subsystem is described by the following differential
equation:

N
1= fr(xrur) + Y hg(er ey, )
Y TEI
+nr(@r, ur,t) + Br(t — To)or(xr, ur) (1)
yr(t) = xr(t) + &1(1) (2)

where z; € R™, ur € R™ and y; € R™ are the state, input
and measured output vectors of the /-th subsystem respec-
tively, fr : R™’ x R™ +— R™ is the nominal function dy-
namics of the I-th subsystem, 17 : R™ x R™ x RT s R™
is the modeling uncertainty, £; € R™’ is the measurement
uncertainty and Ay j : R™7 x R™ x R™ — R™ represents
the interconnection functions between the I-th and J-th



subsystem, J € {1,..., N}\I. The term 51 (t—To)dr(xr, ur)
characterizes the fault function dynamics affecting the I-th
subsystem including its time evolution. More specifically, the
term ¢y : R™ x R™! +— R™ is the fault function and the
term SBr(t —Tp) : R — RT determines the time evolution of
the fault, where T}, is the time of the fault occurrence. The
fault time profile 3;(t — Tp) can be used to model abrupt or
incipient faults using a decaying exponential type function:
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ift> T, )

Bit—Tp) = { —br (t—To)
where by > 0. Large values of b; indicate abrupt faults,
whereas smaller values of b; indicate slowly developing
faults (incipient faults).

The objective is to design and analyze a distributed fault
detection scheme, where for each subsystem X7, corresponds
a local fault detection algorithm, which receives local mea-
surements and information from interconnected systems. In
this paper the interconnection functions hy_; are considered
known. In the case of sparsely interconnected systems most
of the interconnection functions will be zero. The fault func-
tions ¢y are unknown and the fault occurrence time 7j is also
unknown. It is assumed that there exist feedback controllers
for selecting u; such that some desired control objectives are
achieved. In this paper, we do not deal explicitly with the
control problem, but instead consider the fault detection issue
in the presence of faults ¢;, modeling uncertainties n; and
measurement uncertainties ;. The following assumptions are
used throughout the paper:

Assumption 1: For each subsystem X;, I € {1,...,N}
the local state variables x; and the local inputs u; remain
bounded before and after the occurrence of a fault.

Assumption 1 is required for well-posedness since in this
work we address the fault detection problem, not the control
design and fault accommodation problem.

Assumption 2: The modeling uncertainty 7; in each
subsystem is unstructured and possibly unknown nonlinear
function of x, ur and ¢ but bounded by a known functional

77]], i.e.,
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where 7j7(yr,ur) > 0 is a known bounding function and
Dy C R™ x R™ is some region of interest.

Assumption 2 characterizes the class of modeling uncer-
tainties considered. In practice, the system is sometimes more
accurately modeled in certain regions of the state space.
Therefore, the fact the bound 7; is a function of y; and
uy (as opposed to a constant) provides more flexibility by
allowing the designer to take into consideration any prior
knowledge of the system.

In order to minimize the effect of measurement uncertainty
&1(t), each measured state variable yI (k th component of
yr) is filtered by a p-th order low-pass filter with transfer
function:

&)
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Generally, the values of « and p can be different for each
subsystem and for each state variable, but in this paper
without loss of generality we consider them to be the same
for all the output variables in order to simplify the notation
and presentation. The order p of the low-pass filter regulates
the damping effect of the high frequency noise, whereas the
value « of the filter determines the cutoff frequency at which
the damping begins. In the rest of the paper, the notation yycj)
indicates the measurement of the k-th state variable of the
I-th subsystem after being filtered by 5 first order filters.
Moreover, the operator D; indicates the i-th time derivative
operator:

(6)

For example, Doy = y, D1y =y, D2y = ¥, etc.
Assumption 3: There exists a p-th order filter of the form
H,(s) such that the output of the filtered measurement

uncertainty £7(t) is zero, that is £ (k)( t) = 0, or equivalently:

Bty =P, (7

Yrp =Trp

It is important to note that filtering the output measure-
ments is crucial to the proposed fault detection scheme as it
helps dampening the effect of noise and therefore the derived
detection thresholds are less conservative. In addition, the
filtering results in noise-free residuals and therefore the case
of false alarms due to the noise is avoided. At this point,
we must stress that although the method is particularly
tailored to the case of uncertain state measurements, it can
also be applied to the case of error-free measurements as it
was assumed in earlier work, since Assumption 3 holds by
default. In that case, the order p of the filter used can be set
to p = 1 and the value of a can be somewhat larger in order
to reduce the detection time.

III. DISTRIBUTED FAULT DETECTION

By filtering each output signal y§k)(t) with the p-th order

low-pass filter given by (5) we obtain the filtered output
k .
y§; (t), given by:

i

() = Hy(s) [ (1)) - (®)
By using standard polynomial expansion, (8) can be written
as:
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P
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By rearranging terms we obtain:

(k) _

(k)
Yrp =

)

, where ¢; = (p) N )
i

pyjp = Zcz ly]p+ap (k)- (10)
Identically, the same holds for the state variables azgk):
Dy, = ZczD ) o



In this work, the residual e( )( t) to be used for fault detection
is defined as:

(k)

I,p

e t) £ Dy (1) — 2 (1), (12)

where zgk) (t) will be specified below. This residual consti-
tutes the basis of the fault detection scheme and it is readily
measurable as it will be shown later on. The detection of
a fault in the large-scale system is made when egk)(t) >

€$k)(t), for at least one component k£ in any subsystem X7,
where E(Ik)( t) is the detection threshold (to be specified). The
first term D, y( ) of the residual is simply the difference of
the input-output 51gnals of the last first order filter multiplied
by the coefficient «, as it can be seen from Figure 1 or
mathematically from Lemma 1. The signal z§k)(t) is given
by:

)

thMQMWIwwm»

+Zh11y[

JZI

w®.u®)].

with zero initial conditions for the filter H,(s), i.e.
D;z(0) =0, i =0,1,...,p — 1. Similarly to (10) and
(11), the signal zf,k) can be rewritten in the following form:

p—1

= Z CiDizgk)

=0

N
+a” (f}k) (yr,ur) + Z hglf}(y17 YJ, uz))-

J=1
J£I

Dngk)

(14)

By successively differentiating p— 1 times the residual signal
given by (12) we obtain:

D16(Ik) = Dgyglfp) — Dlzgk)

15)

D, 16(Ik) -D y(k)

(k)
pY1p — Dyp_1z;.

Equations (12) and (15) can be represented collectively as:

Die") = Dipiy®) — Dz,

Lp

where yygg = yg ),

By using (7) and (11), the last equation of (15) becomes:

0,1,... 1, (16)

D —

p—1
= ZC,D x(k)+ap (k) Dp_lzﬁk) (17)
i=0

Dp 1€§k)

By differentiating (17) one more time it becomes:

DeI = Zcz l+1x1p+apj:(lk)—Dpz§k) (18)
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Then, by using (14), equation (18) becomes:

p—1
- St
i=0
N
+ap<x'§k) M(yr,ur) th yJ,yJ,UI))
JZ1

19)

Finally, by using (7) and (16), equation (19) can be rewritten
as:

p
Z CiDiﬁgk) =
i=0
Oép(.lfgk) ()yl,ul Zhjj yIayJau1)>
I
(20)
Prior to the fault, equation (20) can be written as:
p
S Dl = ary P (1), 1)
i=0
where
X @) 2 AFP @) + AR 1) + 0 (@ un ) (22)
AP & 1 @) = 17 ) (23)
N
AR (1) 2 > (h%(fhfw,m) - h%(yhywuf))-
JZI
(24)
According to (21):
) = Hy(s) {7 0] (25)

where ng) (t) is the total uncertainty term given by (22). In

this case the initial conditions are nonzero. Seen differently,
(21) is an ODE with initial conditions:

Die?(0) = Dijay)(0), i=0,1,....p— 1. (26)

These initial conditions can be calculated based on the
following lemma:

Lemma 1: Let y{")(t) = H;(s) [yy“)(t)]. Then, the
following recursive equation holds:

(k) _

(k)

Dly” =—aD;_ 1y(k) +aD;_ 191,51 27
Proof: Using the definition of yg’ ;, we obtain:
90 - (=) [
It =\ + 1
« « i=1 (k)
8+a<s+a> [yf ®)
_ @ (k)
s+ {yl’j’l(t)} '
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Fig. 1. Filtering architecture and calculation of D1y§ ) signals for p = 3
Therefore,

k
+ ay§ 7‘)—1-

(k) _ (k)
D 1915 —QyYr;
By successively differentiating the last equation we obtain
the recursive equation (27). |
To simplify the notation and without loss of generality, the
initial conditions of all the first order filters are chosen to be

zero, that is:

y0)y=0,j=1,....p (28)

5]

and thus the initial values of the signals Diy%? become

(0) = {3‘

where i =1,...,p, j=1,...,D.
Therefore, the initial conditions (26) of the ODE (21)

become:
0
(0) = { .

Figure 1 illustrates how the equations (27), (28) and (29)
come together for the case p = 3. This “full version” of the
filtering scheme will be compacted later on in the implemen-
tation of the residual signal egk) (t) (by decomposing it into
a series of a p — 1 and a first order filter; see Figure 2) but
it is considered important at this point to be demonstrated in
a complete way to make things more clear.

Now, the solution of (21) can be written as the sum of the

Zero input response W) (t) (due to initial conditions) and the

i’fé (t) (due to input):
k k
ety = B (1) + W) ().

The zero input response term is obtained from the solution

y(0) ifi=j
if i j

(k)

Dy¥) (29)

aP ygk)

0

0) ifi=p

30
ifi=1,2,... 0

Dz 1E§k)

zero state response €

3D

P
of the homogeneous equation cZ—Diegk) = 0. Therefore
i=0

ZAti —at

(32)

Z’LI
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where the coefficients A; are obtained by solving a linear
system of equations so that the initial conditions (30) are
satisfied. After some algebraic manipulation, we obtain that
the coefficients A; are given by

0 if 1 =0,1,..
(p—1)!

,ozpy(k)( 0) ifi=p-—1.
The zero state response term is simply the response of
an LTI system with transfer function H,(s) (and zero initial

conditions) to the input ng) (t). Mathematically:
aP
Grap 0]

(1) = (s+a)P

Finally, by combining equations (31)-(34) the residual
becomes:

., p—2. (33)

(k)

(k) X!

zZSr

(34)

(k)

!a’pyl (O)tp_le_at

» " (35)
N

By using the triangle inequality the previous equation
becomes:
1

(—1)

ey HX(“ o]

Based on (36), a suitable detection threshold e( )( t) is given
by:

(k)

P lefoct

)|

)| <

(36)

_(k 1
65) = of tple—at

(t)

ﬁ ygk) (0)

+ﬁ[ (t)y

) 37)
o

where )‘(Sk) (t) is the bound on the total uncertainty term

k ;
X§ )(t); ie.,

o< o] <P (38)
Using Assumption 2, the bound ng)(t) is defined as:
e sw |ArPm+ swp s |anf0)
EIERM EIERM £,ERMI
_(k
+ 7 (yr, ur).
(39)

Following the preceding mathematical analysis, in the
absence of any faults the absolute value of the residual signal
e(lk)(t) is always bounded by the detection threshold €§k) (t)
given by (37). Therefore, this guarantees that there will be
no false alarms, which is stated formally in the following
lemma.

Lemma 2: Consider a distributed system comprised of N
subsystems Y7 given by (1). In the absence of any faults, the
absolute values of the residual signals egk)(t) given by (12),
where the signals Dlyf,]f; (t) and zl(,k) (t) are given by (27) and
(13) respectively, are bounded by the detection thresholds
Egk)(t), given by (37), thus guaranteeing no false alarms.
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IV. IMPLEMENTATION OF DISTRIBUTED FAULT
DETECTION SCHEME

Next we proceed with the implementation of the residual
signals and thresholds and the discussion of certain practical
issues. Figure 2 illustrates the implementation of the local
filtered fault detection scheme for the 7/-th subsystem. It is
important to note that we do not need the whole filtering
structure as in Figure 1 but rather a simplified filtering
scheme using a series of a p — 1 and a first order filter as
shown in Figure 2.

In general, the distributed fault detection scheme will
comprise of N local filtered fault detection modules, one
for each subsystem X;. The implementation of the I-th
fault detection module requires the measurements y; of all
subsystems Y ; that are influencing ;. Therefore, there is
the need of communication between the fault detection mod-
ules depending on their interconnections. Figure 3 illustrates
the distributed fault detection scheme for the case of two
subsystems X1, > where Y; influences X5.

”1(1) 21 22 Vs (t)

u, ()
)ﬁ(t)

Local 1 Local 2
FD Scheme FD Scheme

Fault Decision for
subsystem %,

Fault Decision for
subsystem 4

Fig. 3. Distributed fault detection scheme for the case of two subsystems
31, X2 where X1 influences Xo.
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= X, Faulty

Local Filtered Fault Detection Scheme

A practical issue that requires consideration is the deriva-
tion of the bound ng)(t) given in (39). Specifically, the
derivation of )‘((Ik)(t) requires the bounds on A fI(k)(t) and
Ah(llf}(t). Using (23), the bound on Afl(k) (t) is given by

sup f;k) (xr,ur) — f;k) (yr,ur)

E1ER™I

sup
£rERM

AfP )|

An approach for deriving the bound is to consider a local
Lipschitz assumption:
1y un)| < Ly lor =yl =

‘f;k)(lfbuf) - Ly [&1|

(40)

where L F0 is the Lipschitz constant for the function

I
}k)(xf,uf) with respect to x;. Therefore, if we have a
bound &; on the measurement uncertainty, then we can obtain
a bound on Af (k)( t). A similar approach can be followed
for the interconnection functions Ahgli)](t).

V. FAULT DETECTABILITY

The design and analysis in the previous two sections
was based on the derivation of suitable thresholds &
such that the absolute values of the residual signals eik) (t)
are bounded by e(k)( t) in the absence of any fault. In
the presence of a fault, an important question is what
type/magnitude of fault can be detected. This is referred to
as fault detectability analysis. In this section the detectability
condition of the aforementioned fault detection scheme is
presented. This condition constitutes a theoretical result that
characterizes quantitatively the class of faults detectable by
the proposed scheme.

Theorem 1: Consider the distributed fault detection
scheme described in (12), (14), (37). A fault in the I-
th subsystem is detectable if the fault function ¢;(xy,ur)



satisfies the following inequality:

f 1 —a(t—r)
t—T)P e T
oP (1 — e_b’(T_T°)> ¢(1k)

Proof: 1In the presence of a fault that
equation (21) becomes:

(41)
(t)

occurs at t =

=(k)

(LU[,’LL[) dr| > 26[

To,

P
Z cZ-Die(Ik) = Ocpxgk) (t) + B (t — To) (Ik)(xl, uy).
=0

(42)

Following a similar procedure as in the derivation of (35),
the solution of (42) satisfies

e (1) =—
(43)

+ - {a”ﬁl(t - TO)¢§k)(x17UI)} .

(s+a)
By using the triangle inequality and equation (38), equation
(43) becomes:

i

m [Oépﬁl(t —Th) gk)(asl,ul)] ’ .
(44)

egk)(t)‘ > Egk) (t) must hold, so the final

fault detectability condition is obtained:

For fault detection

ey [apﬁ,(t — 1)\ (2, uI)} ’ > 26 (1), (45)
This can be rewritten based on (3) in the integral form (41)
of the Theorem. [ ]
The above fault detectability theorem provides a measure
of the type of faults that can be detected with the proposed
distributed fault detection scheme. Clearly, the fault functions
or(xr,ur) are typically unknown and therefore this condi-
tion cannot be checked apriori. However, it provides useful
intuition about the type of faults that are detectable.

VI. CONCLUSION

In this paper a distributed fault detection filtering approach
for a class of interconnected, continuous-time, nonlinear
systems with modeling and measurement uncertainty is pre-
sented. Under certain assumptions, a distributed estimation
scheme is designed, suitable adaptive detection thresholds
are derived analytically and the fault detectability condition
is obtained that characterizes quantitatively the class of
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faults that can be detected by the proposed scheme. The
implementation requires each subsystem to be monitored by
a distinct module called local fault detection scheme. Each
module requires the input and output measurements of the
subsystem that is monitoring and also the measurements
of all the subsystems that are influencing the subsystem
that the specific module is monitoring. Further on, in order
to deal with a practical issue regarding the bound of the
total uncertainty term a method was proposed, considering a
Lipschitz assumption. Appropriate choices should be made
regarding the filters’ coefficients o and order p since they
have a great effect in the fault detection scheme. Future
research will be devoted to the investigation of the higher
order filtering effects, to the extension of the methodology
in the case of unknown interconnection functions by utiliz-
ing adaptive approximation and also to the application of
the results demonstrating the effectiveness of the proposed
scheme.
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