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Distributed Event-Based Control for Interconnected Linear Systems

M. Guinaldo, D. V. Dimarogonas, K. H. Johansson, J. Sanchez, S. Dormido

Abstract—This paper presents a distributed event-based
control strategy for a networked dynamical system consisting
of N linear time-invariant interconnected subsystems. Each
subsystem broadcasts its state over the network according
to some triggering rules which depend on local information
only. The system converges to an adjustable region around
the equilibrium point under the proposed control design, and
the existence of a lower bound for the broadcasting period is
guaranteed. The effect of the coupling terms over the region of
convergence and broadcasting period lower bound is analyzed,
and a novel model-based approach is derived to reduce the
communications. Simulation results show the effectiveness of
the proposed approaches and illustrate the theoretical results.

I. INTRODUCTION

Event-based methods invoke a communication between
the components of a control loop only when something
significant occurred in the system [1], [2]. In recent work,
event- and self-triggered policies have been proposed to use
more efficiently the limited bandwith available in networked
control [3]-[8]. When the number of systems increases, the
bandwidth saving becomes more important.

The centralized control of large-scale systems would re-
quire an accurate knowledge of the interaction between the
subsystems, also called “agents”, and the consumption of a
lot of network resources. On the other hand, in a distributed
control approach, each agent could collect information from
its neighboring nodes and trigger controller updates accord-
ing to some rules. The limitations imposed by the network
renders the frequency at which the system communicates an
important issue. A reduction in the transmission frequency
implies bandwidth saving but a certain level of performance
must be guaranteed. A more natural choice is to transmit only
when a certain condition depending on the state is satisfied,
that is, when an event occurs.

Distributed event-triggered control for multi-agent sys-
tem has already been examined in [9]. In [10], distributed
event-based control for average consensus problems for
both single- and double-integrator multi-agent systems is
proposed. We extend here this event-based control strategy

and S. Dormido are with the
Department of Computer Science and Automatic  Control,
Spanish ~ University of Distance  Education (UNED), Spain
mguinaldo, jsanchez, sdormido@dia.uned.es. D.
V. Dimarogonas and K. H. Johansson are with the School of
Electrical Engineering, Royal Institute of Technology (KTH), Sweden
dimos, kallej@kth. se. The work of first, fourth and fifth authors
was supported in part by Spanish Ministry of Science and Technology
under Project DPI2007-61068. The work of the second and third author
was supported by the Swedish Research Council (VR), the Swedish
Governmental Agency for Innovation Systems (VINNOVA) and the
Swedish Foundation for Strategic Research (SSF). The second author is
also supported by the Swidish Research Council through VR contract
2009-3948.

M. Guinaldo, J. Sanchez

978-1-61284-799-3/11/$26.00 ©2011 IEEE

to interconnected linear systems, with symetric intercon-
nections. The agents communicate through a network and
the overall system converges to non-cooperative equilibrium
points, whereas in [10] the equilibria are cooperative.

Thus our contribution sums up to a novel distributed event-
based control design for interconnected linear systems. A
neighboring relationship is defined in the sense of dynamical
interaction between the nodes. The distributed control of
interconnected dynamical systems has been discussed in the
past [11]. However, the timing issue imposed by the network
makes necessary a redesign of the control structure. A similar
idea was presented in [7]. Each subsystem broadcasts its
state to its neighbors only at event times. With regards to
[7], the main contribution of this work is that the triggering
mechanism does not continuously depend on the state of
the system but on the error between the current and the
latest broadcasted state. In a first approach, the control law is
updated whenever the agent sends or receives a new measure-
ment value, and so both the control law and the broadcasted
states are piecewise constant functions. In a second approach,
the broadcasted states are used by each agent to generate the
control signal according to a local model of its neighborhood.
This leads to substantial reduction in the number of events if
the model is accurate enough. Different triggering conditions
are proposed to guarantee the convergence of the system
to an arbitrary small region around the equilibrium and the
existence of a state independent strictly positive lower bound
for the broadcast period.

The rest of the paper is organized as follows: Section II
contains the problem statement for this work. The event-
based control strategy is presented in Section III. The effect
of the coupling terms over the system stability is analyzed
in Section IV. Section V presents the model-based extension
of the work. Numerical simulations in Section VI show the
efficiency of the proposed strategy with respect to previous
results. The conclusions in Section VII end the paper.

II. PROBLEM STATEMENT

Consider a system of N linear time-invariant subsystems.
The dynamics of each subsystem are given by:

i(t) = Aizi(t) + Biwi(t) + > Hija(t) (1)
JEN;

Vi = 1,...,N, where N, is the set of “neighbors” of
subsystem 7 and H;; is the interaction term between agent
1 and agent j. We assume that neighboring is a symmetric
relation, and so H;; = Hj;. The state x; has dimension n;,
u; is the m;-dimensional local control signal of agent ¢, and
A;, B; and H;; are matrices of appropriate dimensions.
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A digital communication network is used, and so every
subsystem can only broadcast its state to its neighbors in a
discrete-time manner. The control law is given by:

ui(t) = Ki.fi(t) + Z Liji‘j(t), Vi=1,..,N 2)
JEN;

where K; is the feedback gain for the nominal subsystem

i, i.e., we assume that A; + B;K; is Hurwitz, L;; is a set

of decoupling gains, and &;(t) is the latest state broadcasted

by agent j at time ¢. The times at which the agents broad-

cast their state generates a sequence of broadcastirjlvg times

{ti }r2, where tj, < i, for all k. Let also n = ) n,.

i=0
Let us define the error e; as e; = Z; — x;, and rewrite (1)
in terms of e; and the control law (2):

JEN;
©)]
Vi = 1,..,N, where Ag; = A; + B;K;, and Ay =
B;L;; + H;;. We first assume that the perfect decoupling
condition A;; = 0 Vi,j holds. In this case, (3) becomes
CCZ(t) = AKJIZ(t) + B,K7€7(t) + ZjENi BiLijej.
We also define Ax = diag(Ax1,Akz2,. ... AK.N),

B _ diag(Bi, Ba, .., Bx), M -
BlKl —ng —HlN
—Hy ByKj —Hon .
. . . and K =
_HNl _HN2 BnKN
Ky Ly Lin
Ly Ky Loy
Lyni L2 Ky

Note that M = BK. Define the stack vectors z =
(@F 2T, .. 2%)T and e = (T, el ..., e%)T as the state and

error vectors of the overall system, respectively. Thus
i(t) = Agx(t) + Me(t) = Aga(t) + BKe(t). (4)
As the broadcasted states T; remain constant between
consecutive events, é(¢) in each interval is given by:
é(t) = —Aga(t) — Me(t) = —Agx(t) — BKe(t) (5)
III. EVENT-BASED CONTROL STRATEGY

The occurrence of an event is defined by trigger functions
fi which depend on local information of agent 7 only and
take values in R. The sequence of broadcasting times ¢ are
determined recursively by as ¢}, = inf{t : ¢t > t}, f;(t) >
0}. The next subsections present some results for the problem
stated above under different trigger functions.

A. Static trigger function

In this subsection, we first propose a set of static trigger
functions as follows

filei(®)) = lles®)]| — ¢ (6)

where c is a positive constant. Note that the trigger function
for each subsystem only depends on its state.

The following theorem proves that system (4) with trigger
functions (6) asymptotically converges to a region around
the equilibrium point which, without loss of generality, is
assumed to be (0,...,0)T. The functions (6) bound the
errors by c, since an event is triggered as soon as the norm
of e; becomes larger than c.

Assumption 1: We assume that Ag;, ¢ = 1,...,N is
diagonalizable so that the Jordan form of A ; is diagonal
and its elements are the eigenvalues of Ak ;, A\p(Ak;) k =
1,...,n. This assumption facilitates the calculations, but the
extension to general Jordan blocks is straightforward.

Theorem 2: Consider the closed-loop system (4) and trig-
ger functions of the form (6). Then, for all initial conditions
z(0) € R™, and ¢ > 0, it holds

I M|VNe

x(t)|| <ko(————+
10l o(mm(AK)‘

e*l/\max(AK)‘t(Hx(O)” o ”1\/[”\/ﬁC

—)) D

|)\ma1(AK)‘

where Ajnq.(Ax) denotes the maximum real part of the
eigenvalues of Ag, and ko is a positive constant kg =
IVI[lV=1]|, where V is the matrix of the eigenvectors of
Ag. Furthermore, the closed-loop system does not exhibit
Zeno behavior.
Proof: The analytical solution of (4) is given by z(t) =
t

eAxty(0) + [ eAxE=T) Me(T)dr.

Remark 3.'0 The integrability of e(t) is justified by the
definition of f;(e;(t)), which guarantees that e;(t) cannot
be updated to zero immediately after it had done so. Thus
there is an arbitrarily small, yet positive lower bound on
the interexecution times. Thus the right hand side of (4) is
piecewise continuous.

Then, the state is bounded by |z(t)]| <

t
le?<tz(0)]| + || [ e*<t=TMe(r)dr|| < [e*=ta(0)]| +
0

t
fletstnrrerar <l o))+

t
JleA=CD M |lle(r) | dr.
0
The matrix Ag is diagonalizable by construction. Thus
Ag =VDV™ = etx =VePy! (8)

where D is the diagonal matrix of the eigenvalues
of Agx and V is the matrix with the corresponding
eigenvectors as its columns. Denote as Anq.(Ark) the
maximum real part of the eigenvalues of Ag. Thus
we can bound |[eAxt|| < V||V lermas(Ax)tand
the state as [lz(t)]| < [[V][[V!|(erme= A z(0)] +
t

[ Amas(A)E=D) || M | [le(7) | dr).

0
The trigger condition f;(e;(t)) > 0 enforces |le;(t)|| < ¢
so that |le(t)|| < v/Ne. Defining ko = ||V]|||[V ||, we have

, MIVNe [
H.’I;(t)” S ko (e)\ynaz(AK)t”x(O)H + %(eAﬂla‘t(AK)t _

1)), which can be rewritten as (7) since the eigenvalues of
Ap all have negative real part (\pqz(Ax) < 0).
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In order to prove that Zeno behavior is excluded, let’s
assume that agent i’s latest event trigger occurs at t =
t* > 0. Then |le;(t*)|| = 0, and so f;(0) = —c < 0.
Therefore agent ¢ cannot trigger at the same time instant.
Between two consecutive events it holds that é;(t) = —i;(¢).
From definition of the error |le;(t)|| < |le(t)|, and from
(5) we derive [le(t)] < [l Axlle(t)] + [IM]|]le(t)]
Ak (@)l + [ M]|VNe.

From (7) it follows that the state is bounded by ||z(t)|| <

ko <A%JE{4;C) + |I(0)||>,Vt > tr

as Tmaz,1. Then for any ¢ between t* and the next event

les@I < el < fll

f(HAKIIIIx( W+ IMIVNedr < (|Akl|zmasy +

HMH\/»C) t—t*). From (8), it is also derived that ||Ax || <
IVINDIIV =Y < kol Amin(Ak)|, where Apin(Af) is the
eigenvalue of Ay with largest modulus. If all eigenvalues
are real, \pin(Ak) is the minimum eigenvalue of Ag.
The next event is not triggered before e;(t) reaches the
value of c. Thus a lower bound on the inter-event times is
c

Denote this bound

time for agent 7, idr <

T = : &)

3 i (450 ) 41001V (i BmenlAml 1)
which is strictly positive. Thus Zeno behavior is excluded.
||

Remark 4: The norm of A is computed as the spectral
norm. Since Ag is diagonalizable, the norm of D can be
bounded by the largest modulus of the eigenvalues (|| D|| <
[Amin(Ak)|). If they are all real, the largest modulus of the
eigenvalues is the minimum eigenvalue since they all have
negative real part.

B. Time-dependent trigger condition

This subsection presents a set of time-dependent trigger
functions defined as

fi(ei(t)) = |lei(t)]| — (co +c1e™*) > 0,a >0

where ¢ > 0,c; > 0. When the parameters o and c;
are adequately selected, the time-dependency can decrease
the number of events without degrading the performance,
meanwhile ¢y guarantees the convergence to an arbitrary
small region. The following theorem holds:

Theorem 5: Consider the closed-loop system (4) and
the trigger functions of the form (10), with 0 < a <
[Amaz(Ax)|- Then, for all initial conditions x(0) € R™ and
t > 0, it holds

IM||V/Neco

z(t)|| <k (
le@ll < ko Amaz(Ax)|

1M VN (—— + )+

[Amaz(AK)| Amaz(Ax)|—c

(10)

e (EOTE

e | M||VNey )
|)‘7nam (AK)‘_O‘

(1)

and the closed-loop system does not exhibit Zeno behavior.
Proof:  Proceeding as before we get |z(t)|| <

t
Bo (Ilo(0) [eAme=(AR)t [ Anas (A=) A1 | e(r) 7).
0

Note that now we can compute ||e(7)|| < vV N(co+c1e ®7),
by the definition of the trigger function. Thus

t
(@l < ko [ X400V /N (e + cye=om) | M]|dr +
0

M \/ﬁc
L CT) B (oo T
—|Amas (Ar) |t [ M]|VNe —at
€ ® ) + | 'mam(AK)Il_a(e
|2(0)||e=Amas(Ax)It) * which by reordering terms proves
the first part. We next show that broadcasting period is
lower bounded. Specifically, (11) can be bounded by

lz(2)]| gko(||$(0)He—lAVW(AK)uJr

IMIVNe | [MIVNa
[Amaz (AK)]  [Amaz(AK)| — o
Denote this bound as gz 2(t).

Let’s prove now that the Zeno behavior is excluded, that is,
there exists a positive lower bound for the inter-event times.
Proceeding as before, it holds that ||é(t)]| < ||Ax|||lz(®)|| +
[M][lle(®)]] < ”‘ff%x(t)” + IMIIVN(co + cre™) <
Fi Amin (Arc)| (% + [lz(0) e PmartAlt 4
%e’at)—&-HMH\/ﬁ(co—&—cle’at) Denoting k1 =
K3 Domin (Ai )| [2(O)]], ks = [|M|V/Ney ({Rminlhil

1) and ks = ||M||\Fco(%m + 1), it follows that

7na,m(AK)‘t +k2€_at _|_k;3

— e_anrm(AK)‘t) _|_

e—“t). (12)

le)]| < kre™ (13)
Assume that ¢y # 0. Then, k3 # 0 and ||é(¢)|| < k1+ko+ks.
The fact that |le;(¢)]| < |le(?)]| allows to bound the error of
)< f\l ||d¢<f ki + ko +

k3)dr = (k1 + ko + k3)(t —t* ) The trigger condltlon is not
fulfilled before |le;(t)|| = co < co + cre~*". Thus a lower
bound 7 on the inter-execution time is given by

agent 7 as |e; ()] < |le(t

T =co/(k1 + ko + ks3). (14)

This is a positive quantity, and so, the inter-event times are
lower bounded.

Let’s assume now the case ¢g = 0. In that
case k3 = 0. Then, the state is bounded by
(O] < ko |lo(0)feNresttstt . MR (oot -

e*|>""”(AK)|t) , and so the overall system converges

asymptotically to the equilibrium point. In order to determine
the lower bound of the inter-event times for this case, let us
bound (13) with k3 = 0 as [|¢(t)] < ke~ Amas(A)lt ¢
kre ot < ke Pmae(ARIET 4 poe=at” gince t* <t
With that bound and considering that |le;(¢)|| < [le(t)], it

t
follows that [le;(t)|| < [ kje™Amas(AI" 4 pye=at”dr =
Fs

(kye=Pmax (A 4 koe=ot™) (¢ — t*). According to (10)
with cg = 0, the next event will not be triggered before
lle;(#)|| = cie™@t. Thus, a lower bound on the inter-event
intervals is given by

(%e(aﬂ)\maz(AK)Dt* kz) ot (15)
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Fig. 1. Graphical solution of (15)

The right hand side of (15) is always positive. Moreover,
for @ < |Amaz(Ax)| the left hand side is strictly positive as
well, and the term in brackets is upper bounded by %
and lower bounded by k3/c1, and this yields to a positive
value of 7 for all t* > 0. The existence of the solution 7 can
also be depicted graphically (see Figure 1). The solution is
given by the intersection of the exponential curve and the
straight line between the two bounds whose slope depends
on t*. Thus, there is no Zeno behavior. |

IV. COUPLING STABILIZATION

At the beginning of Section II, it has been assumed that for
each i, Ak ; is Hurwitz. The motivation of this section is to
relax the previous condition. Specifically, the case when the
design of the nominal control law makes the system closed-
loop stable due to the interconnections but each isolated
subsystem can still be unstable, is presented.

Consider (1). This initial set of equations can be rewritten
in terms of the state of the overall system as &(t) =

Ax(t) + Bu(t), where u = (ul,uf,... ,u%) and A =
A1 Hio Hin
Hy A Hsyn
Hyi Hno AN

Assume that we can design a state-feedback controller

based on the latest broadcasted state Z, that is u(t) = KZ(t).
Ky K2 -+ Kin
. . Ko Koo Koy
Now K is defined as K = . . .
Kn1 Kn2 Knn
that renders the nominal system given by #(t) = (A +

BK)x(t) = Agx(t) stable and Ag diagonalizable. How-
ever, A; + B;K;; is not necessarily Hurwitz in this case.
Then we have

i(t) = Agx(t) + BKe(t).

The following can then be stated:

Theorem 6: The state norm of (16) with trigger functions
(10), and for all initial conditions z(0) € R™ and ¢ > 0,
fulfills the following condition

~ (|IBK||vNco
r(0)] < o (L2

IBRIVN( b o))

K)‘ |5‘mam(AK)‘_O‘

(16)

o~ Amas (AK)|t (ll(0) |

e “Y|BK||VNea )
[Amae(Ax)|—a

max

where Xmaz (/1 k) represents the maximum real part of the
eigenvalues of Ag. Furthermore, the closed-loop system
does not exhibit Zeno-behavior. .

Proof: The solution of (16) is z(t) = e“xtz(0) +

t 2 A

[ eAx(t=") BKe(r)dr. Using similar calculations as in the

0

previous sections, the state norm can be bounded as ||x(¢)]| <
R t. . ~

eAtz(0)| + || [ e~ BKe(r)dr|. The matrix Ag is

stable and thus gll its eigenvalues have negative real part.
Moreover, A K is diagonalizable and can be decomposed as
Ag = VDV—!, where D is the diagonal matrix and V con-
tains the eigenvectors. Then, by defining ko = ||V 1HHVH
we get that ||eAxt|| < kge~Amas(Alt where Ao (Ax)
is maximum real part of the eigenvalues of Ag.

Thus, assuming trigger functions as in (10) with

co,c1 # 0, we have ||z(t)]| < ko (eimaz(AK)lt”z(OH +

t N o ~
[ e Pmes (A=) BK | V/N (cq + cie

0
Solving the integral and grouping terms, it follows that

—ot)dr

b BK|VNc _I\ A
() < o JEELee o lRman (A0l (2 )]
Cc1
HBK”\/»(‘)\maI(A )‘ + |5\ma1(AK)‘_O‘)) +
% , which proves the first part of the
mawm K)|l—&
theorem.
Similar  calculations to the previous sections
yield a lower bound for the broadcasting period
of 7 = co/(k:1 + ko + kg) where k1 =

k3| Amin (A)[|2(0)]l, k2 = |BK ||V Ney (M+

«(Ar)|-a
1) and k3 = ||BK|vNeo (’%‘L’M +1). Hence, the
system does not exhibit Zeno-behavior. [ ]

Remark 7: The case ¢op = 0 can be studied as in Section
III-B. In that case, k3 = 0 and the lower bound on the
broadcasting period is the solution of

<%e(a_|xmam(AK)|)t* i 'Lf) T=e 0T, (17)

The existence of a positive solution in (17) can be proved
graphically as in Figure 1.

V. MODEL-BASED CONTROL

The event-based strategy analyzed previously is based
on a control law which maintains its value between two
consecutive events and is based on the latest broadcasted
state. One alternative to this control law can be achieved in
the event that each agent has knowledge of the dynamics of
its neighborhood.

In particular, let us define the control law for each agent
based on a model as u;(t) = K;Zi(t) + >_ cn, Lljij( ),
where Z; now represents the state estimation of x; given by
the model (A,, B;) of each isolated agent &;(t) = Af ;i:(t),
where Ak, = A; + B;K;. Let us also define A =
diag(flKJ7 . ,AKW). The error e; is defined as previously
and is also reset at events’ occurrence. Let’s introduce a
sequence of functions & ; : R — R™ supported over the
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time interval between two consecutive events for agent <.
Let’s denote this interval as [ti ¢!, The value of &y, at
time ¢ € R is a;(t})eAx: (=t if ¢ € [t i) and zero
otherwise. With this notation, the state estimation Vi is

Bi(t) = Epa(t). (18)
k=0

In this approach, if the difference between the system state
and the model differs from a given quantity, which depends
on the trigger function, an event is triggered and the model
is updated to the state at the event time

If we consider the trigger function defined in (10), the state
will be also bounded by (11). However, the lower bound for
the inter-event time will have a different expression.

Assumption 8: Let be Ax = Ax — Ag be the difference
between the model and the real plant closed loop dynamics.
We assume that the following is satisfed:

VN (co+ 1) /ko Ak | — | Ax||
M| VNe | M|[vNe A '
||I(O)|| + D\maw(AK(;l ‘Amax(AK)ll_a ||AK|| (19)

Theorem 9: If assumptions 8 holds, the lower bound of
the broadcasting period for the system (4) when the control
law for each agent is based on state estimations of the form
(18), with triggering functions (10), 0 < & < |Apnaz(AK)|,
is greater than (14).

Proof: Define the overall system state estimation as
z(t) = (@F,...,3%). Let’s prove that the bound for the
inter-events time is larger in the model-based approach. We
have é(t) = &(t) — i(t) = Ag@(t) — (Axa(t) + Me(t)) =
(A — Ar)a(t) + (Ax — M)e(t) = Agx(t) + (Ax —
M)e(t). Then, [|le(t)]| < [|[Ax|l|l=()[+]|Ax —M|llle(t)]| <
[ Ak lz@)] + [ Ax = M[VN(co + cre*").

Assume that the last event occurred at a time t* < t
and consider the case when cg,c; # 0. It follows that
co+ cre= < ¢y + cre " < ¢o + ¢1. Moreover, the state
norm can be bounded as in (12), and so:

IMIVNe
‘)‘mam(AK”

1Ny

lz(t)]| < k0(||m(0)H + Amaz(Ax)| — a

Then le@®)] <

[le(rlar <

t
M|V Ney

lex®)ll <
|M]|VNe
) D\maT(AK)‘_Q) +

(Mxclko (o)) + LT 4

Ak = MIVN(eo+e1) ) (¢ = £°).
The next event will not occur before [le;(t)|| < ¢o <

co + cie~“t. This condition gives a lower bound for the

broadcasting period 7' that will be larger than (14) if

1 M Nec M Nc 1
I Axllko (Iz(0)] + Jes 4 MG ) 4 )1 A —

M|V Ne
M|VN(eo + e1) < [[Axcliko(lla(0)]] + LATes 4
%) +||M||v/N(co+c1), or equivalently (]| Ax —

M| = IM)VN(co + e1) < (Al - \IAKH)(III(O)II +

Angle (rad)
|
|

X X XX KX XX X X X X X
IX X K X ><><I X X XX
0 5 time (s) 10 15

Fig. 2. Simulation result with trigger functions (6), ¢ = 0.05

| !\M\I\(/Zig‘ + |)\IIM \(Ig)cll_a) After some manipulations
VN(co+c1) A |-l Ax |
o) + RS, + e A
mazx K mazx K)l—«
(20

The denominator on the right hand side is bounded as |Ax—
M|~ |[M] < || Ag]|+|IM]| - M| = || Ax]. Tt Assumption
8 holds, (20) is fulfilled, and the broadcasting period lower
bound is larger for the model-based approach. [ ]

Remark 10: Assumption 8 is not a strong assumption
since when ||Ag| goes to zero, |[Ag|| ~ ||Ak], and the
right hand side of (19) can be approximated to one. For

initial conditions satisfying ko ||zo|| > v/N(co +c1), it holds

vV N(co+c M|V Ne¢ M|V Ne
LRGre) < la(0)] + Pl + oy a-

VI. SIMULATION RESULTS

This section presents some simulation results in order to
demonstrate the event-based control strategy. The system
considered is a collection of N inverted pendulums of
mass m and length [ coupled by springs with rate k. Each
subsystem can be described as follows:

. 0 1 0 0 O
Ti = <’1 aik 0) T+ <1> ;i + Z (hijk 0) T
l ml? ml? JEN; mi2

where z; = (z;, xiz)T, a; is the number of springs
connected to the ith pendulum and h;; = 1,Vj €
N; and O otherwise. K; and L;; gains are designed to de-
couple the system and place the poles at -1, -2. This yields

the control law u; = (~3ml® aik — (8 + 4)) & +
Yien, (—k 0)&;, where &; = (&, i:iQ)T. In the fol-
lowing, the system parameters are set to g = 10,m = 1,1 =
2 and k =5, as in [7].

A. Static trigger function

The output of the system and the sequence of
events for N = 4 with trigger functions (6) with
¢ = 0.05 is shown in Figure 2 for initial conditions
z(0) = (x/2 0 «/3 0 —m/2 0 —=n/4 0). The
lower graph shows the generation of events for each agent,
whereas the upper graph depicts their output.
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Angle (rad)
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0 5 time (s) 10 15

Fig. 3. Simulation result with trigger functions (10), co = 0.01,¢1 =
0.5and a = 0.7

%]

Angle (rad)

Fig. 4. Simulation result with trigger functions (10) for the approaches of
the sections III-B and V

B. Time-dependent trigger function

Figure 3 shows the system response under the previously
described conditions but with trigger functions (10) with
parameters ¢y = 0.01,¢; = 0.5 and o = 0.7. The conver-
gence of the system to the equilibrium point is guaranteed
whereas the number of events generated (see the lower graph)
decreases significantly, especially for small values of time.

C. Model based control

In Section V a model-based approach was presented as a
means of improving the event-based control of Section III.
Figure 4 compares the output of agent 1 when a simulation
under the conditions of the previous section is performed
for both approches. Additionally, a disturbance is induced to
the agent at ¢ = 25s. The lower graph shows the evolution
of the broadcasting period. We observe how the model
based approach gives larger values, especially around the
equilibrium point.

Table I extends this study for a larger /V. Several simula-
tions were performed for different initial conditions for each
value of N. Mininum and mean values of the inter-event
times (77) were calculated for the set of the simulations with
the same number of agents. We see that the model-based
approach gives around 50% larger broadcasting periods,
remaining almost constant when N increases. If we compare
these results to [7], we see that the proposed scheme can
provide around six times larger 7;. For example, for N =
100, trigger functions of the form (10) give mean values

TABLE I
INTER-EVENT TIMES FOR DIFFERENT N. VALUES GIVEN IN SECONDS

Trig. cond. (10), Trig. cond. (10), Trig. cond.

approach III-B approach V of [7]
N {7';1 }min {T;; }mean {T]é }min {T;; }mean {T]é }mean
10 0.263 0.688 0.185 0.900 0.1149
50 0.205 0.620 0.184 0.903 0.1175
100 0.185 0.627 0.211 0.978 0.1152
150 0.184 0.664 0.210 0.975 0.1180
200 0.183 0.650 0.181 0.967 0.1177

of 7/ of 0.627 and 0.978 for the approaches of sections
II-A and V, respectively, while the trigger functions in [7]
gives 0.1152. Though the approach in [7] ensures asymptotic
stability, we guarantee the convergence to an arbitrary small
region around the origin with ¢y # 0. Alternatively, one can
choose ¢y = 0 to get rid of this drawback.

VII. CONCLUSIONS

We presented a novel distributed event-based control strat-
egy for linear interconnected subsystems. The events are
generated by the agents based on local information only,
broadcasting their state over the network. The proposed
trigger functions preserve the desired convergence properties
and guarantee the existence of a strictly positive lower bound
for the broadcast period, excluding the Zeno behavior. A
model-based approach was also presented as a means of
reducing the number of events. The contribution of the
current paper with respect to previous work are verified
through computer simulations.

The inclusion in the formalism of network problems as
time-delays and dropouts, the consideration of the used
protocol, and the application to discrete-time systems are
part of the future work.
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