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Abstract— We consider a large scale network comprised of
heterogeneous dynamical components. We derive conditions
on the input/output properties of locally defined subsystems
within the network, such that if these are satisfied the entire
interconnection is guaranteed to be stable. The conditions are
based on appropriately constructed functionals that lead to
graph separation. We illustrate how interconnection structure
can be exploited when determining the form of these functionals
so as to reduce conservatism in the certificates. Interpretations
of the stability conditions by means of disjoint convex shells
are also discussed.

Index Terms— control of networks, complex systems, decen-
tralized control, large scale systems.

I. INTRODUCTION

One of the main challenges in a large scale network is the

ability to guarantee stability of the entire interconnection by

conditions on only local subsystems. This is a problem that

has received considerable attention by the control community

from an early stage (e.g. the dissipativity approaches in [1],

[2]), with a renewed interest in recent years due to the

significance in many important applications such as data

network protocols, group coordination problems and power

distribution networks [3], [4], [5], [6], [7], [8], [9], [10]. A

major complication in such a setting arises when the par-

ticipating dynamics are heterogeneous and interconnection

structure needs to be exploited in this case in order to avoid

more conservative results that are based on weak interactions.

Our approach in the paper is to derive such decentral-

ized conditions by means of functionals that lead to graph

separation in L2, with stability following by means of

appropriate homotopy arguments as in [11]. By exploiting

interconnection structure we show how different classes of

functionals can be considered that can reduce conservatism

while maintaining decentralization. Furthermore it is shown

how graph separation in this context can be interpreted by

means of disjoint convex shells.

The paper builds upon our work in [12], and also other

related works discussed throughout the paper, by incorpo-

rating richer classes of separating functionals, the form of

which is determined by the interconnection structure. This

allows to reduce conservatism while also retaining nonlinear

interpretations.

The paper is structured as follows. The notation that will

be used throughout the paper is first introduced. An overview

on the connection between quadratic graph separation and

stability is then provided, and various properties of the Davis-

Wielandt shell are also mentioned. The main results are

given in section III. Conditions for graph separation are

derived first and it is then shown how these can lead to

corresponding stability certificates. Conclusions are finally

drawn in section IV. The proofs of the theorems in the paper

have been omitted due to page constraints (these are included

in an extended version of the paper [13]).

II. PRELIMINARIES

A. Notation

Real/complex numbers are denoted by R/C respectively

and R denotes the extended real line [−∞,+∞]. Nonnegative

reals are denoted by R+, the halfplane {x ∈ C : ℜ(x) ≥ σ}
is denoted by Cσ+ , and R+ := R+ ∪ {∞}. For x ∈ C

n, its

Euclidean norm is denoted by ‖x‖ and ‖x‖p denotes its p-

norm. For a matrix M ∈ C
n×m its conjugate transpose is

denoted by M∗, its Moore-Penrose pseudoinverse by M+, and

In ∈ R
n×n denotes the n× n identity matrix. For M ∈ C

n×n

eig(M) denotes its spectrum.

L l
2 [0,∞) is the Hilbert space of functions f : [0,∞) →

R
l with finite norm ‖ f‖ = 〈 f , f 〉1/2 where 〈 f ,g〉 =

∫ ∞
0 f ∗(t)g(t)dt. This is a subspace of L l

2e[0,∞) whose el-

ements need to be square integrable on finite intervals. The

fourier transform of f ∈ L l
2 [0,∞) is denoted by f̂ ( jω) =

∫ ∞
0 e− jωt f (t)dt.

For some T ≥ 0, PT : L l
2e[0,∞) → L l

2e[0,∞) is the

projection operator defined as (PT ( f ))(t) = f (t) for t ≤ T

and (PT ( f ))(t) = 0 otherwise. An operator ∆ : L l
2e[0,∞)→

L m
2e[0,∞) is said to be causal if PT ∆ = PT ∆PT for T ≥ 0.

This is bounded if the gain ‖∆‖ = sup{‖∆( f )‖/‖ f‖ : f ∈
L l

2 [0,∞), f 6= 0} exists and is finite.

The Kronecker product is denoted by ⊗, and for Π : C→
C

n×m, A ∈C
p×q we denote Π⊗A the function Π⊗A : C→

C
np×mq, (Π⊗A)(s) = Π(s)⊗A. The direct sum of operators

∆i i = 1, . . .n is denoted by ⊕n
i=1∆i. For a set A in a real

vector space, Co(A) denotes its convex hull.

We say that convex sets A,B ⊂R
n are ε-strictly separated

for some ε > 0 if there exists a v ∈ R
n and a ∈ R such that

x∗v ≥ ε +a ∀v ∈ A and x∗v ≤ a ∀x ∈ B. We also say in this

case that the hyperplane {x : x ∈ R
n,x∗v = a} strictly sepa-

rates A and B. It is known from the separating hyperplane

theorem that if A,B ⊂R
n are non-empty, closed, convex sets
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with at least one compact, then A,B being disjoint implies

that they are strictly separated by a hyperplane (e.g. [14]).

A directed graph is denoted by G = (V,E), where V =
{v1, . . . ,vn} is the set of nodes and E ⊆ V ×V , the set of

directed edges. The adjacency matrix A ∈R
n×n of the graph

is defined as Ai j = 1 ⇔ (vi,v j) ∈ E and Ai j = 0 otherwise. A

directed cycle is an ordered set of vertices {v0,v1, . . . ,vN ,v0}
such that v0, . . . ,vN are distinct with (vi−1,vi) ∈ E ∀i ∈
{1,2, . . . ,N} and also (vN ,v0) ∈ E. We define a directed

graph as circular if it has a single directed cycle. A directed

graph is defined to be bipartite if its set of vertices can be

decomposed as V = A∪B, where A and B are two disjoint

sets with any edge ek = (vi,v j) satisfying vi ∈ A and v j ∈ B,

or v j ∈ A and vi ∈ B. For a matrix M ∈ C
n×n we define its

underlying graph as the directed graph with adjacency matrix

A ∈R
n×n such that Ai j = 0 iff Mi j = 0 and Ai j = 1 otherwise.

We will be using the algebra of transfer functions in-

troduced in [15], [16], [17] (this has properties analogous

to those of proper real rational transfer functions). A (σ0)
denotes the class of transfer functions obtained as the Laplace

transform of impulse response functions h = ha +∑∞
i=0 kiδti

where ha :R→C satisfies
∫ ∞

0 e−σ0t |h(t)|dt <∞ and ha(t) = 0

for t ≤ 0, t0 = 0, ti > 0 for i> 0, ki ∈C s.t. ∑∞
i=0 e−σ0ti |ki|<∞

and δti denotes the ti shifted Dirac delta distribution. Func-

tions g∈A (σ0) are bounded on Cσ+
0

, and ω → g(σ + jω) is

continuous on R for σ ≥ σ0. Any g ∈ A (σ0) defines in the

time domain a bounded causal operator in L2e[0,∞) defined

by a convolution integral [15]-[17]. We will denote by A

the transfer functions that are in A (σ0) for some σ0 < 0 and

also these are constant at infinity in Cσ+
0

. A n×m denotes the

n×m transfer matrices with elements in A . We also denote
˜A n×n the transfer matrices A ∈ A n×n such that for almost

all ω ∈R, A( jω) and A∗( jω) have the same nullspace (this

is for example the case when A( jω) is invertible or normal).

B. Quadratic graph separation and stability

Consider the interconnection of operators G : L l
2e[0,∞)→

L m
2e[0,∞) and ∆ : L m

2e[0,∞)→ L l
2e[0,∞)

v = G(w)+ f

w = ∆(v)+ e (1)

where f ∈ L l
2e[0,∞) and e ∈ L m

2e[0,∞).
Definition 1 (well-posedness, stability): We say that the

feedback interconnection of operators G and ∆ is well-posed

if the map (v,w)→ (e, f ) in (1) has an inverse that is a causal

operator on L
l+m

2e [0,∞). The interconnection is stable if this

operator is also bounded.

We will be considering in this section an IQC framework

for verifying stability of the interconnection [11], [18]. This

requires that the graphs of the interconnected operators be

separated in L
l+m

2 [0,∞), with stability guaranteed by means

of an additional homotopy argument that ensures there is no

transition from stability to instability.

For an operator ∆ : L m
2e[0,∞) → L l

2e[0,∞) its graph is

defined as

G∆ := {(∆(v),v) : v ∈ L
l

2 [0,∞),∆(v) ∈ L
m

2 [0,∞)}

and its inverse graph as

G ∆ := {(v,∆(v)) : v ∈ L
l

2 [0,∞),∆(v) ∈ L
m

2 [0,∞)}
Operator ∆τ : L m

2e[0,∞)→ L l
2e[0,∞) is said to depend con-

tinuously on τ if δ (∆τ1
,∆τ2

) → 0 as |τ2 − τ1| → 0, where

δ (∆τ1
,∆τ2

) is as defined in [18],

~δ (∆τ1
,∆τ2

) := sup
g∈S∆τ1

inf
h∈S∆τ2

sup
T>0,‖PT g‖6=0

‖PT g−PT h‖
‖PT g‖

δ (∆τ1
,∆τ2

) := max(~δ (∆τ1
,∆τ2

),~δ (∆τ2
,∆τ1

))

with S∆τi
:= {(∆τi

(v),v) : v ∈ L m
2e[0,∞)} denoting the ex-

tended graph of operator ∆τi
(distance δ is close to the

definition of the gap ’δ0’ in [19]).

For example, ∆τ = τ∆ depends continuously on τ when

operator ∆ is bounded. This is the case since

‖PT (∆τ1
(w),w)−PT (∆τ2

(w),w)‖
‖PT (∆τ1

,w)‖ ≤ |τ1 − τ2|‖PT ∆(w)‖
‖PT (w)‖

≤ |τ1 − τ2|‖∆‖
A functional σ : L n

2 [0,∞)→R is said to be quadratically

continuous [18] if for every ε > 0 there exists C > 0 such

that

σ(h)≤ σ(g)+ ε‖g‖2 +C‖h−g‖2, ∀g,h ∈ L
n

2 [0,∞)

We will be using quadratically continuous functionals of the

form

σΠ(h) :=
∫ ∞

−∞
ĥ( jω)∗Π( jω)ĥ( jω)dω (2)

where Π : jR → C
n is a Hermitian valued function. Non-

negativity of σΠ(h) for all h ∈ L n
2 [0,∞) can be checked in

the frequency domain as stated in the following Lemma (e.g.

[20]).

Lemma 1: Let σΠ : L n
2 [0,∞) → R be defined as in (2).

Then σΠ(h)≥ 0 ∀h ∈L n
2 [0,∞) iff Π( jω)≥ 0 for almost all

ω ∈ R+.

Definition 2 (quadratic graph separation): We say that

the graphs of operators G : L l
2e[0,∞) → L m

2e[0,∞) and ∆ :

L m
2e[0,∞)→ L l

2e[0,∞) are ε-quadratically separated by the

functional σ : L
l+m

2 [0,∞)→ R if σ is quadratically contin-

uous, ε > 0 and

σ(g)≥ ε‖g‖2 ∀g ∈ GG

σ(h)≤ 0 ∀h ∈ G ∆

Quadratic separation of the graphs of the operators is not

sufficient for the interconnection in (1) to be stable, but

it ensures that stability is preserved if these are perturbed

continuously from a stable interconnection. This is stated in

the Theorem below from [18].

Theorem 1: Suppose that the interconnection of operators

Gτ : L l
2e[0,∞)→L m

2e[0,∞) and ∆τ : L m
2e[0,∞)→L l

2e[0,∞) is

(i) stable for τ = 0, well posed for τ ∈ [0,1], and Gτ , ∆τ

depend continuously on τ ,

(ii) there exists ε > 0 and a quadratically continuous func-

tional σ : L
l+m

2 [0,∞) → R s.t. for all τ ∈ [0,1] the

graphs of Gτ and ∆τ are ε-quadratically separated by σ ,

then the interconnection of G1 and ∆1 is stable.
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C. The Davis-Wielandt shell and convexity of joint ranges

Let B(H ) be the algebra of bounded linear operators

acting on the Hilbert space H with inner product 〈g,h〉 for

g,h ∈ H . The numerical range of A ∈ B(H ) is defined by

W (A) = {〈Ax,x〉 : x ∈ H ,〈x,x〉= 1}
The Davis-Wielandt shell [21], [22] of A ∈ B(H ) is a higher

dimensional generalization of the numerical range which is

defined by

DW (A) = {(ℜ〈Ax,x〉,ℑ〈Ax,x〉,〈Ax,Ax〉) : x ∈ H ,〈x,x〉= 1}
The following properties follow from its definition and are

analogous to ones satisfied by the numerical range (e.g. [23])

Lemma 2: Let A ∈ B(H ). Then

(a) DW (A) is bounded.

(b) DW (A) = DW (U∗AU) for any unitary U ∈ B(H ).
(c) Suppose A is the direct sum A1 ⊕ . . .⊕An. Then

DW (A) =Co{DW (A1)∪ . . .∪DW (An)}
(d) DW (A) is closed if dim(H ) is finite.

The Davis-Wielandt shell captures more information about

the operator relative to the numerical range as indicated in

the Lemma below (e.g. [23], [21]).

Lemma 3: Let A ∈ B(H ) with spectrum σ(A), and

dim(H ) finite. Then

DW (A) =Co{(ℜ(λ ),ℑ(λ ), |λ |2) : λ ∈ σ(A)}
iff A is normal.

It should be noted that if the sets in the Lemma are

projected to their first two coordinates (i.e. the numerical

range was used instead of the Davis-Wielandt shell), the

’only if’ part would not be true.

It is known from the Toeplitz-Hausdorff theorem that the

numerical range of A ∈ B(H ) is convex. This is, however,

not always the case for the Davis-Wielandt shell. The con-

vexity properties of DW (A) depend on n = dim(H ) and can

be deduced from corresponding results on the joint range of

m-tuples of Hermitian forms.

A Hermitian form φ on a normed vector space V over C is

defined as a functional φ(x) = f (x,x) where f : V ×V → C,

f (x,y) is linear in x and [ f (x,y)]∗ = f (y,x). Note that DW (A)
can be written as the 3-tuple of Hermitian forms

{〈

x,
1

2
(A+A∗)x

〉

,− j

〈

x,
1

2
(A−A∗)x

〉

,〈Ax,Ax〉

: x ∈ H ,〈x,x〉= 1

}

where A∗ denotes the adjoint of A. It follows from the

Theorem below that DW (A) is either a convex set or an

ellipsoid.

Theorem 2: [24] Let V be a vector space over C with

U = {x ∈V : ‖x‖= 1} and let φ = (φ1, . . . ,φm) be an m-tuple

of Hermitian forms on V .

(i) If dim(V ) = 1 then φ(U) is a point.

(ii) If dim(V ) = 2 then φ(U) is an affine image of the unit

sphere {x ∈ R
3 : ‖x‖= 1}.

(iii) If dim(V )> 2 and m ≤ 3 then φ(U) is convex.

The following corollary follows directly from Theorem 2 and

Lemma 3.

Corollary 1: Let A ∈ B(H ). Then DW (A) is convex if

dim(H ) 6= 2 or A is normal, and an ellipsoid if dim(H ) = 2.

The Davis-Wielandt shell is therefore either a convex set or

encloses a convex set. It can hence be characterized by means

of computationally efficient techniques analogous to the ones

used for the numerical range [23]. That is, points/support

hyperplanes can easily be generated on its boundary, and

these can then be used to derive lower/upper bounds for the

shell with arbitrarily high precision.

For a matrix A ∈C
n×n with Moore-Penrose pseudoinverse

A+ we denote the shell of A+ restricted to range(A) as

˜DW (A+) := {(ℜ(x∗A+x),ℑ(x∗A+x),‖A+x‖2)

: x ∈ C
n,‖x‖= 1,x ∈ range(A)}

and define

DW (A) :=

{

˜DW (A+) if rank(A) = n

˜DW (A+)+{0,0,R+} if rank(A)< n

i.e. DW (A) = DW (A−1) if A is invertible. If A is normal then
˜DW (A+) simplifies in an analogous way to DW (A) as shown

in the Lemma below from [12].

Lemma 4: Let A ∈ C
n×n be normal. Then

˜DW (A+) =Co

{(

ℜ
1

λ
,ℑ

1

λ
,

1

|λ |2
)

: λ 6= 0,λ ∈ σ(A)

}

.

III. MAIN RESULTS

We consider an interconnection as in (1)

v = G(w)+ f

w = A(v)+ e (3)

where G = ⊕n
i=1Gi the direct sum of operators Gi :

L
ni

2e [0,∞) → L
ni

2e [0,∞) and operator A : L
∑i ni

2e [0,∞) →
L

∑i ni

2e [0,∞) has compatible dimensions.

This can be seen as a network comprised of subsystems

Gi, and with the interconnections between them determined

by means of the operator A. The aim is to derive scalable sta-

bility conditions for the network that are based on conditions

on the input-output properties of the individual subsystems

Gi, and an exploitation of structural properties of the in-

terconnection operator A. Such properties will be discussed

throughout this section with examples given from circular

and bipartite graphs, an important class of graphs that is

relevant in many applications such as group coordination

problems and Internet congestion control. Stability will be

verified through conditions that ensure quadratic separation

of the graphs of operator ⊕Gi and A. These separating

functionals are convenient in this context for the following

reasons:

(i) They have some convenient decomposition properties

that can lead to decentralized conditions, with the form

of the functionals determined from known structural

properties of the interconnection operator.
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(ii) Easily verifiable conditions can be obtained for certain

classes of functionals (such as conditions involving

disjoint convex shells that will be discussed below),

which could also motivate the choice of the separating

functionals for given classes of dynamics the network

is comprised of.

(iii) Stability of interconnections of nonlinear operators

can also be deduced if these satisfy the input/output

properties defined by the separating functionals.

In order to better illustrate the ideas that lead to decen-

tralized conditions we will consider first the problem of

establishing quadratic graph separation, as this is the key

step where interconnection structure is exploited. Stability

can then be deduced by means of appropriate homotopy

arguments as in Theorem 1.

A. Graph separation

The Theorem below follows directly from the definition

of the functionals in1 (2). To state the Theorem we define

for i = 1, . . . ,n functionals

σΠi : L
2ni

2 [0,∞)→ R, σΠ̃ : L
2∑i ni

2 [0,∞)→ R (4)

as in (2) where

Πi =

[

Πi
11 Πi

12

Πi ∗
12 Πi

22

]

, Π̃ :=

[

⊕iΠ
i
11 ⊕iΠ

i
12

⊕iΠ
i ∗
12 ⊕iΠ

i
22

]

(5)

with Πi
11,Π

i
12,Π

i
22 taking values in C

ni×ni .

Theorem 3: The following are equivalent for the operators

Gi and A in (3) and the functionals σΠi , σΠ̃ in (4):

(i)

σΠi(h)≥ ε‖h‖2 ∀h ∈ GGi
and ∀i = 1, . . . ,n and

σΠ̃(k)≤ 0 ∀k ∈ G A.

(ii) The graphs of ⊕n
i=1Gi and A are ε-quadratically sepa-

rated by σΠ̃.

The key feature in Theorem 3 is that choosing the multi-

pliers to have the same sparsity structure as that of ⊕Gi then

these decompose into a set of decentralized conditions. The

corresponding conditions on the interconnection operator can

be seen as constraints that are imposed on the multipliers.

These can lead to some generic easily verifiable restrictions

under further structural assumptions on the interconnection

matrix and the allowable multipliers.

For example consider the following case considered in [25]

where we have the interconnection in (3) with ni = m, for

i = 1, . . .n, interconnection operator A is linear with transfer

function

Â = Γ̂⊗ Im, Γ̂ ∈ A
n×n (6)

and Γ̂( jω) is normal for all ω ∈R . The following Theorem

from [25] then holds.

1It should be noted that analogous decompositions have been used from
an early stage within the context of dissipative systems [1], where real
valued multipliers were used to establish graph separation in L2e.

Theorem 4: The graphs of operators ⊕Gi and A in (3), (6)

are ε-quadratically separated, if there exists ε > 0 and σΠ as

defined in (2) with

Π =

[

Π11 Π12

Π∗
12 Π22

]

and Π11,Π12,Π22 taking values in C
m×m, such that

(i) σΠ(h)≥ ε‖h‖2 ∀hi ∈ GGi
i = 1, . . . ,n

(ii) (|λ |2Π11 + λ ∗Π12 + λΠ∗
12 + Π22)( jω) ≤ 0 ∀λ ∈

eig(Γ̂( jω)),∀ω ∈ R+

It should be noted that if there is more structure in the

underlying graph of Γ̂, such as that of a circular graph,

then richer classes of multipliers can be considered without

affecting scalability, i.e. the additional allowable parameters

in the multipliers are independent of the interconnection

matrix. This is shown in the Theorem below.

Theorem 5: Consider the interconnection in (3), (6) where

the underlying graph of Γ̂ is circular. The graphs of operators

⊕Gi and A are ε-quadratically separated, if ∃ ε > 0 and for

i = 1, . . . ,n ∃ σΠi as defined in (2) with

Πi =

[

Mi∗Π11Mi Mi∗Π12Mi

Mi∗Π∗
12Mi Mi∗Π22Mi

]

where Mi : jR → C
m×m, Π11 : jR → C

m×m, Π12 : jR →
C

m×m, Π22 : jR→ C
m×m such that

(i) σΠi(h)≥ ε‖h‖2 ∀hi ∈ GGi
i = 1, . . . ,n

(ii) (|λ |2Π11 + λ ∗Π12 + λΠ∗
12 + Π22)( jω) ≤ 0 ∀λ ∈

eig(Γ̂( jω)),∀ω ∈ R+

If now the multipliers are scalar valued then graph sepa-

ration can be deduced in a convenient way whereby Davis-

Wieland shells are required to be disjoint pointwise over

frequency. This follows from the Theorem below [12].

Theorem 6: The following are equivalent for operators Gi

with transfer functions Ĝi ∈ A ni×ni for i = 1, . . . ,n and an

operator A with transfer function Â ∈ ˜A N×N , N := ∑i ni :

(i) ∃ functionals σΠ⊗Ini
: L

2ni
2 [0,∞)→R as defined in (2)

and ε > 0 s.t.

σΠ⊗Ini
(h)≥ ε‖h‖2 ∀h ∈ GGi

and ∀i = 1, . . . ,n and

σΠ⊗IN (k)≤ 0 ∀k ∈ G A.

(ii) ∃ functional σΠ⊗IN : L 2N
2 [0,∞)→ R as defined in (2)

and ε > 0 s.t. the graphs of ⊕n
i=1Gi and A are ε-

quadratically separated by σΠ⊗IN .

(iii) ∃ε > 0 s.t. for almost all ω ∈ R+

Co
(

∪iDW (Ĝi( jω)))
)

and Co
(

DW (Â( jω))
)

are ε-strictly separated.

(iv) ∃ε > 0 s.t. for almost all ω ∈ R+

DW (⊕n
i=1Ĝi( jω)))

)

and Co
(

DW (Â( jω))
)

are ε-strictly separated.

Remark 1: If Â( jω) is normal then the disjoint shell

conditions (iii), (iv) depend only on the spectrum of Â( jω)
(see Lemma 3, Lemma 4).

Note also that restricting the multipliers (and the corre-

sponding separating functionals) to be of the form used in
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Theorem 6, allows to consider a full block interconnection

matrix A, rather than require this to have the sparsity structure

in (6).

Remark 2: It can be shown from the proof of the Theorem

that the multipliers Π( jω) define a frequency dependent

separating hyperplane between the convex shells in (iii), (iv).

Remark 3: The conditions in Theorems 4-6 can lead to

decentralized conditions for graph separation that hold for

arbitrary networks in the following sense. If the spectrum

of the interconnection matrix A (or its Davis-Wielandt shell

in Theorem 6) can be guaranteed to lie in a prescribed

region (e.g. by appropriate scaling) then multipliers Π can

be chosen that always satisfy condition (ii) in Theorems

4 and 5; hence condition (i) becomes a decentralized

condition on each of the individual subsystems. Similarly in

Theorem 6 a separating hyperplane can be chosen such that

this does not intersect the shell of A, and then each of the

individual shells DW (Ĝi( jω)) should lie on the opposite

side of this hyperplane.

We consider now an interconnection corresponding to a

bipartite graph. That is we have

y = K(⊕np

i=1Pi)u+ e

u = H(⊕nq

k=1Qk)y (7)

where

Pi : L
lpi

2e [0,∞)→ L
mpi

2e [0,∞), i = 1, . . . ,np (8)

Qk : L
lqk

2e [0,∞)→ L
mqk

2e [0,∞), k = 1, . . . ,nq (9)

define the subsystems, and operators

H : L
∑k mqk

2e [0,∞)→ L
∑i lpi

2e [0,∞)

K : L
∑i mpi

2e [0,∞)→ L
∑k lqk

2e [0,∞)

define the interconnections between them. A way this can be

brought into the form (3) is by writing

G =

[

⊕np

i=1Pi 0

0 ⊕nq

k=1Qk

]

, A =

[

0 H

K 0

]

(10)

The results presented in the previous paragraphs could then

be used to deduce graph separation of ⊕Gi and A. For

example, if lpi
= mpi

= lqk
= mqk

and the interconnection

operator A is linear and normal with a sparsity structure as

in (6) then Theorem 4 can be used to derive corresponding

decentralized conditions. In particular, if ρ(Â( jω))≤ 1 and

Â( jω) is hermitian then we have eig(Â( jω)) ⊂ [−1,1] or

eig(Â( jω))⊂{α j :−1≤α ≤ 1} if Â( jω) is skew-hermitian.

Note also that DW (A( jω) has in this case also a nice

characterization (this is analogous to the instability region in

[8]), and the following corollary holds.

Corollary 2: Consider the interconnection in (3), (10)

where Pi, Qk and A are linear operators with trans-

fer functions P̂i ∈ A
mpi

×mpi , Q̂k ∈ A
mqk

×mqk , Â ∈
A

(∑i mpi
+∑k mqk

)×(∑i mpi
+∑k mqk

) and ρ(Â( jω)) ≤ 1. The

graphs of operators G and A are ε-quadratically separated

if ∃ε > 0 s.t. ∀ω ∈ R+ either of the following holds:

(i) Â( jω) is hermitian and

Co
(

∪iDW (P̂i( jω)) ∪ ∪kDW (Q̂k( jω))
)

and R1

are ε strictly separated.

(ii) Â( jω) is skew-hermitian and

Co
(

∪iDW (P̂i( jω)) ∪ ∪kDW (Q̂k( jω))
)

and R2

are ε strictly separated

where sets R1 and R2 are given by

R1 :=Co
{

1/x,0,1/x2 : −1 ≤ x ≤ 1
}

R2 :=Co
{

0,1/x,1/x2 : −1 ≤ x ≤ 1
}

We consider now an alternative way the interconnection

in (7) can be brought to the form (3). In particular, using

ideas from [5] we define the local subsystems Gi and the

interconnection operator A as2

Gi = Kc
i PiH

r
i (⊕

nq

k=1Qk), A = MM∗ (11)

where Pi, Qk are as in (8), (9) and

H =







Hr
1
...

Hr
np






, Hr

i =
[

H̃i1 . . . H̃inq

]

for i = 1, . . . ,np

K =
[

Kc
1 . . . Kc

np

]

, Kc
i =







K̃1i

...

K̃nqi






for i = 1, . . . ,nq

H̃ik : L
mqk

2e [0,∞)→ L
lpi

2e [0,∞), K̃ki : L
mpi

2e [0,∞)→ L
lqk

2e [0,∞)

M =







M̃1

...

M̃np






, M̃i ∈ C

(∑k lqk
)×(∑k lqk

)

M̃i =⊕nq

i=1(r
i
kIlqk

), where ri
k :=

{

1 if H̃ik 6= 0 or K̃ki 6= 0

0 otherwise

Also define Nk := ∑
np

i=1 ri
k which can be seen as the num-

ber of P′
i s, Qk is interacting with directly. Note that

K(⊕iPi)H(⊕kQk) = M∗(⊕iGi)M therefore stability of (3)

with Gi and A as in (11) implies stability of (7). Hence

the approaches described in this section can be used to

obtain decentralized conditions for graph separation, which

can then lead to corresponding stability conditions. Note

that the subsystems Gi here involve operators Pi and their

’neighboring’ Qk.

To state the theorem below we consider hermitian valued

functions Πk : jR → C
2lqk

×2lqk , k = 1, . . . ,nq, and define Π̃
from Πk as

Πk =

[

Πk
11 Πk

12

Πk ∗
12 Πk

22

]

, Π̃k :=

[

⊕kΠk
11 ⊕kΠk

12

⊕kΠk ∗
12 ⊕kΠk

22

]

(12)

where Πk
11,Π

k
12,Π

k
22 take values in C

lqk
×lqk .

2The notation used here is that for a matrix of operators A = [Ãi j] and

a signal u = [u1, . . . ,un]
T with u j in the domain of Ãi j then v = A(u) is

defined as the signal v= [v1, . . . ,vn]
T where vi =∑ j Ãi j(u j). Similarly for a

matrix of operators B= [B̃i j], AB is the operator defined as AB(u)=A(B(u)).
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Theorem 7: Consider the interconnection in (3), (11). The

graphs of operators ⊕Gi and A are ε-quadratically separated

if there exists hermitian valued functions Πk as in (12) and

ε > 0 such that

σΠ̃(h)≥ ε‖h‖2 ∀hi ∈ GGi
i = 1, . . . ,n (13)

where functional σΠ̃ is defined as in (2) and Π̃ as in (12)

with Πk
11 = 0 and

(Πk
12 +Πk ∗

12 +NkΠk
22)( jω)≤ 0 ∀ω ∈ R+ (14)

Remark 4: Note that (13) is a decentralized condition on

each of the Pi and its neighboring Qk, and (14) is also a

decentralized condition on the allowable multipliers.

If now the operators Pi,Qk,H,K are linear, conditions by

means of the Davis-Wielandt shell can be obtained. These

involve additional structure on the allowable multipliers, rel-

ative to the conditions in Theorem 7, they provide, however,

a convenient way of verifying graph separation.

Corollary 3: Consider the interconnection in (3), (11)

with Gi a linear operator with transfer function Ĝi ∈
A

(∑k lqk
)×(∑k lqk

). The graphs of operators ⊕Gi and A = MM∗

are ε-quadratically separated if ∃ε > 0 s.t. for almost all

ω ∈ R+

Co
(

∪iDW (Ĝi( jω)))
)

and DW (MM∗) (15)

are ε-strictly separated.

Remark 5: Note that eig(MM∗)⊆ {0,Nk : k = 1, . . . nq},

hence DW (MM∗)⊆Co{1/Nk,0,r/N2
k : k = 1, . . . nq,r ≥ 1}.

The dynamics Qk could also be scaled by Nk and MM∗

accordingly (i.e. rk
i is scaled by 1/Nk) such that eig(MM∗)⊆

{0,1}, and therefore DW (MM∗)⊆ {1,0,r : r ≥ 1}. Note also

that if MM∗ is rank deficient then condition (15) needs only

to be checked in its first two coordinates.

B. Stability

Once graph separation has been established stability can

then be deduced by employing appropriate homotopy ar-

guments from a stable interconnection as in Theorem 1.

It should be noted that for linear operators G and A with

transfer functions Ĝ, Â, graph separation in L2 implies that

I − ĜÂ is invertible on the imaginary axis (see Lemma 5 in

the appendix). The homotopy employed can then be seen as

ensuring that the winding number condition is satisfied in

the Nyquist stability criterion [26].

A convenient way to establish this homotopy is to assume

that operators G and A are bounded and then consider

a continuous perturbation from open loop by means of a

scalar as in [11]. In fact, if graph separation is established

by a functional σΠ with Π11( jω) ≤ 0, Π22( jω) ≥ 0 then

graph separation is also implied throughout this homotopy

from open-loop, and therefore stability of the system is also

implied. This is stated in the Theorem below.

Theorem 8: Consider the interconnection in (3) with Gi

and A as defined in Theorems 3, 4, 5, 7 respectively. Then the

conditions for graph separation in the theorems are also suf-

ficient for stability of the corresponding interconnections if

(i) Gi and A are bounded operators.

(ii) Πi
11( jω) ≤ 0, Π11( jω) ≤ 0 and Πi

22( jω) ≥ 0,

Π22( jω)≥ 0, Πk
22( jω)≥ 0 .

(iii) The interconnection between G and τA is well posed

for all τ ∈ [0,1] .

Remark 6: Note that the condition Π22( jω) ≥ 0 can be

relaxed if there are dynamics G0
i for which the interconnec-

tion is stable, and satisfy the corresponding graph separation

condition. Stability then follows by considering the homo-

topy Gτ = τGi +(1− τ)G, Aτ = A, τ ∈ [0,1] .

Note also that analogous continuity arguments are satisfied

in Corollaries 2, 3.

Corollary 4: Consider the interconnection in (3) with Gi

and A as in Corollary 2. The graph separation condition in

Corollary 2 is also sufficient for stability of the interconnec-

tion.

Corollary 5: Consider the interconnection in (3) with Gi

and A as in Corollary 3 with nq > 1. The graph separation

condition in the Corollary 3 is also sufficient for stability of

the interconnection.

It should be noted that the different stability conditions

have different relative merits. For example the conditions in

Theorem 4 and Corollary 3 when the interconnection matrix

is skew symmetric recover passivity type results where

stability is guaranteed for an arbitrary network (without any

need for scaling) when the individual subsystems Pi, Qk are

strictly passive. This is not necessarily the case in Theorem

7, due to the rank deficiency of Gi and MM∗, nevertheless

the way neighboring dynamics are taken into account can

often reduce conservatism. Other classes of multipliers and

network transformations could also be possible (e.g. [27]).

It should also be noted that the results in Theorem 7 (and

Corollary 3) include many of the features exploited in [5],

while providing various extensions. In particular one of the

main ideas in [5] is to use a similarity transformation in

the return ratio (this is a special case of the multipliers in

Theorem 7), and then get a spectral bound on the return

ratio using numerical ranges that are overestimated by means

of S-hulls. The definition of the S-hull is closely related to

that of the numerical range with a main difference being

that the scaling is done by means of the 1-norm rather than

the 2-norm. More precisely, consider the interconnection in

(11), with Pi, Qi being linear operators with transfer functions

P̂i ∈ A , Q̂i ∈ A . Also let H = K∗ be a 0−1 matrix. Then a

stability condition from [5] is

1 /∈
⋃

ω∈R+

ρ(|H||H|T )Co
{

∪iS{P̂i( jω)Q̂k( jω) : Hik 6= 0}
}

(16)

where the S-hull S(.) is given here by (Lemma 2.2.1 in [28])

S
{

P̂i( jω)Q̂k( jω) : Hik 6= 0
}

= {v∗Gi( jω)v : v ∈ C
nq ,‖v‖1 ≤ 1}=: S (Gi( jω))

with Gi = (⊕k

√

Q̂k)(H
r
i )

∗P̂iH
r
i (⊕k

√

Q̂k) . It can be shown

that a special case of the multipliers in Theorem 7 (Corollary

3 with a similarity transformation in the return ratio) leads
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to the stability condition
[

1

maxk Nk

,
1

mink Nk

]

∩
⋃

ω∈R+

Co(∪iW{Gi( jω)}) = /0 (17)

where Nk := ∑i Hik and W (.) is the projection of the Davis

Wielandt shell in its first two coordinates. This condition is

implied if

1 /∈
⋃

ω∈R+

(max
k

Nk)Co(∪iW{Gi( jω)∪0}) (18)

and note that3

1

Ni

W{Gi ∪0} ⊆ S (Gi)⊆W{Gi ∪0} (19)

where Ni =∑k Hik. In order to transform H to a scaled version

H̄ such that ∑i H̄ik ≤ 1, each of the Qk will need to be

scaled by Nk, whereas to ensure that ρ(|H̄||H̄|T ) ≤ 1 in a

decentralized way, Qk will need to be scaled be Nk but also Pi

by Ni. This therefore counterbalances the fact that the S-hull

is included in the corresponding numerical range (see (19))

and hence (18) becomes less restrictive than (16). Analogous

arguments also hold when Ĥ is complex valued.

Finally, applications for the stability conditions considered

in the paper include Internet congestion and consensus pro-

tocols, in analogy with those considered in [5], [28] with the

conditions being also relevant for related problems such as

distributed control in power distribution networks and higher

order consensus protocols.

IV. CONCLUSIONS

It was shown in the paper how different forms of separat-

ing functionals can be used to derive decentralized stability

certificates for large scale networks. These are based on

an exploitation of the interconnection structure, which can

lead to extended classes of such functionals with reduced

conservatism. Interpretations of the stability certificates by

means of disjoint convex shells have also been discussed.

APPENDIX

Lemma 5: Consider the interconnection in (1) where G

and ∆ are linear operators with transfer function in Ĝ ∈
A n×m, ∆̂ ∈ A m×n . If the graphs of G and ∆ are ε-

quadratically separated, then I − Ĝ( jω)∆̂( jω) is invertible

for all ω ∈ R.
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