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Abstract— In this paper we outline a simple proof of the
maximum principle for a nonsmooth discrete-time optimal
control problem. The methodology is general and encompasses
all subdifferentials for which the Lagrange Multiplier rule and
the Chain Rule hold. This includes, but is not limited to, Mor-
dukhovich (limiting), Clarke and Michel-Penot subdifferentials.
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I. INTRODUCTION AND PRELIMINARIES

In this paper we consider the following discrete-time
problem:

Minimize ϕ0(x(a+ 1), . . . , x(b))

x(t+ 1) = f(t, x(t), u(t)), t ∈ {a, a+ 1, . . . , b− 1},
x(a) = x0,

ϕj(x(a+ 1), . . . , x(b)) ≤ 0, j = 1, . . . , r1

ϕj(x(a+ 1), . . . , x(b)) = 0, j = r1 + 1, . . . , r1 + r2,

u(t) ∈ U(t), t ∈ {a, a+ 1, . . . , b− 1}
(1)

Denote
T := {a, a+ 1, . . . , b− 1}

In problem (1) f : T×IRn×IRm → IRn, ϕj : IRn|T | → IR,
j = 0, . . . , r1 + r2, and U(·) is a map from T to IRm.

It is well known that to ensure the validity of the Pontrya-
gin Maximum Principle in discrete time in a general setting,
convexity of the sets f(t, x̄(t), U(t)), t ∈ T needs to be
assumed (see, for e.g. [3] for the proof of the “smooth”
discrete Maximum Principle). There is a lot of literature
on generalizations of the Pontryagin Maximum Principle to
nonsmooth problems in continuous time, with generalized
differentiation mostly based on the so-called limiting sub-
differential ∂L introduced by Mordukhovich ([5], [6], [7],
[2], [10] to name a few). At the same time, to the best
of our knowledge, necessary optimality conditions in the
context of problem (1) in terms of the limiting subdifferential
are derived only in [5], but the obtained results are weaker
and the assumptions are stronger than those in Theorem 1
below. We refer the reader to [6], Section 4 for the definition
and main properties of the limiting subdifferential. Another
possible approach to nonsmooth discrete-time problems, via
the so-called Fréchet upper subdifferential, is developed in
[8].
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In what follows, along with the limiting subdifferential, we
will be using the construction of Michel-Penot subdifferential
described below.

Let f : IRn → IR be a continuous function. Michel-Penot
directional derivative at the point x̄ is defined as

dMf(x̄, h) := sup
e∈IRn

lim sup
t↓0

f(x̄+ t(h+ e))− f(x̄+ te)

t

and the subdifferential is the dual construction:

∂Mf(x̄) = {x∗|〈x∗, h〉 ≤ dMf(x̄, h) for all h ∈ IR}.

Michel-Penot subdifferential is always convex and, conse-
quently, can be larger than the nonconvex limiting subdiffer-
ential (for e.g., for ϕ(x) = −|x|, ∂Lϕ(0) = {−1, 1}, while
∂Mϕ(0) = [−1, 1]). At the same time, Michel-Penot subdif-
ferential shrinks to {∇f(x̄)} if f is merely differentiable at
x̄, while the limiting subdifferential shrinks to the gradient
only under a stronger condition of strict differentiability.
Therefore, both strict inclusions ∂Lϕ(x̄) ⊂ ∂Mϕ(x̄) and
∂Lϕ(x̄) ⊃ ∂Mϕ(x̄) are possible. We refer the reader to [4],
[9] and references therein for more information on Michel-
Penot subdifferential.

For p ∈ IRn denote

H(t, p, x, u) = pT f(t, x, u)

and let (x̄, ū) be an optimal process in (1). The main result
of this paper is the following theorem.

Theorem 1. Let f(t, ·, ·) be continuous around the optimal
process, f(t, ·, ū(t)) be differentiable at x̄(t) for all t ∈ T ,
functions ϕj , j = 0, . . . , r1 + r2 be Lipschitz continuous at
(x̄(a+ 1), . . . , x̄(b)) and the sets f(t, x̄(t), U(t)) be convex
for all t ∈ T . Then there exist
(a) numbers λj , j = 0, . . . , r1 + r2, not all zero, such that

λj ≥ 0 and λjϕj(x̄(a+ 1), . . . , x̄(b)) = 0,
j = 0, . . . , r1,

(b) elements

z∗j = (z∗a+1j , . . . , z
∗
bj) ∈ ∂M (λjϕj)(x̄(a+ 1), . . . , x̄(b)),

j = 0, . . . , r1 + r2,
(2)

(c) function p(·) satisfying the adjoint equation

p(t) = Hx(t, p(t+ 1), x̄(t), ū(t))−
r1+r2∑
j=0

z∗tj , t ∈ T

p(b) = −
r1+r2∑
j=0

z∗bj

(3)
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such that there holds the maximum condition

H(t, p(t+1), x̄(t), ū(t)) = max
u∈U(t)

H(t, p(t+1), x̄(t), u), t ∈ T
(4)

Furthermore, if f(t, ·, ū(t)) is strictly differentiable at x̄(t)
for all t ∈ T (rather than merely differentiable), then the
assertion of the theorem is valid in terms of the limiting
subdifferential with (2) replaced by

z∗j = (z∗a+1j , . . . , z
∗
bj) ∈ ∂L(λjϕj)(x̄(a+ 1), . . . , x̄(b)),

j = 0, . . . , r1 + r2

(5)
In the special case when ϕj , j = 0, . . . , r1 + r2 are

functions of x(b) only, assertions (b) and (c) of the previous
theorem take a form analogous to the conditions of the
Nonsmooth Pontryagin Maximum Principle in continuous
time (e.g., [10], Theorem 6.2.3):

(b’) z∗j ∈ ∂(λjϕj)(x̄(b)), j = 0, . . . , r1 + r2, (here ’∂’
stands for either the limiting or Michel-Penot subdiffer-
ential)

(c’) p(·) satisfies the adjoint equation

p(t) = Hx(t, p(t+ 1), x̄(t), ū(t)), t ∈ T

p(b) = −
r1+r2∑
j=0

z∗j

Remark 1. The property ∂(λϕ)(x) = λ∂ϕ(x) is satisfied
by Michel-Penot subdifferential for any λ and by the limiting
subdifferential for λ ≥ 0. Therefore, conditions (2) and (5)
can be restated accordingly.

Consider an optimization problem

Minimize f0(y)

subject to constraints
fj(y) ≤ 0, j = 1, . . . , r1

fj(y) = 0, j = r1 + 1, . . . , r1 + r2

y ∈ Ω.

Here fi : IRn → IR, i = 0, . . . , r1 + r2. The following
Lagrange Multiplier Rule holds in terms of Michel-Penot
subdifferential ([4]) and in terms of the limiting subdifferen-
tial ([7], Theorem 5.21):

Lagrange Multiplier Rule. Let ȳ be a solution to (I), Ω be
a closed convex set and the functions fi, i = 0, . . . , r1 + r2

be Lipschitz around ȳ. Then there exist numbers λj , j =
0, . . . , r1 + r2, not all zero, such that, for j = 0, . . . , r1,
λj ≥ 0 and λjfj(ȳ) = 0, and the following inclusion holds:

0 ∈
r1+r2∑
j=0

∂(λjfj)(ȳ) +N(ȳ,Ω), (6)

where N(ȳ,Ω) denotes the normal cone of convex analysis.

Remark 2. Due to the property in Remark 1, inclusion
(6) can be written as

0 ∈
r1+r2∑
j=0

λj∂
Mfj(ȳ) +N(ȳ,Ω)

0 ∈
r1∑
j=0

λj∂
Lfj(ȳ) +

r1+r2∑
j=r1+1

∂L(λjfj)(ȳ) +N(ȳ,Ω)

The following Chain Rule holds for both Michel-Penot
and the limiting subdifferentials (([9], Proposition 2.7) and
([7], Corollary 3.43), respectively):

Chain Rule. Let g : IRn → IRk be differentiable at ȳ and
f : IRk → IR be Lipschitz around z̄ := g(ȳ). Then

∂M (f ◦ g)(ȳ) ⊂
⋃

z∗∈∂Mf(z̄)

〈z∗,∇g(ȳ)〉

If, moreover, g is strictly differentiable at ȳ, then

∂L(f ◦ g)(ȳ) ⊂
⋃

z∗∈∂Lf(z̄)

〈z∗,∇g(ȳ)〉

The idea of the proof of Theorem 1 is as follows: the
optimal control problem (1) is reduced to an optimization
problem (6), to which the Lagrange Multiplier Rule, in con-
junction with the Chain Rule, is applied. This methodology
is used in [9] for a continuous-time problem, but the proof
in [9] is significantly more difficult, since it involves limiting
procedure based on measure theory. However, despite relative
simplicity, the present paper still produces a new result. We
also remark that this methodology is general and can be
applied, for example, to the Clarke’s generalized gradient
([1]).

In the following section we present an outline of the
proof of Theorem 1. Full proof will be presented in a paper
currently under review.

II. OUTLINE OF THE PROOF OF THEOREM 1

Take θ ∈ T , v ∈ U(θ) and consider the variation of the
optimal control

u(t) =

{
ū(t), t 6= θ

v, t = θ
(7)

Denote

y = f(θ, x̄(θ), v), ȳ = f(θ, x̄(θ), ū(θ)) (8)

and let xy(·) be the trajectory of (1) corresponding to control
(7). The fact that v = ū(θ) minimizes
ϕ0(xy(a + 1), . . . , xy(b)) on the trajectories of (1) can be
expressed as: y = ȳ is a solution of the problem

Minimize ϕ0(xy(a+ 1), . . . , xy(b))

ϕj(x
y(a+ 1), . . . , xy(b)) ≤ 0, j = 0, . . . , r1

ϕj(x
y(a+ 1), . . . , xy(b)) = 0, j = r1 + 1, . . . , r1 + r2

over y ∈ f(θ, x̄(θ), U(θ))
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Due to Lagrange Multiplier Rule (6) there exist numbers
λj , j = 0, . . . , r1 +r2 as in the assertion of Theorem 1 such
that

0 ∈
r1+r2∑
j=0

∂y(λjϕj)(x
ȳ(a+ 1), . . . , xȳ(b))

+N(ȳ, f(θ, x̄(θ), U(θ))),

(9)

where xȳ(·) ≡ x̄(·). (Here and below ‘∂’ stands for either
subdifferential).

It can be shown that the map y 7→ xy(t), t ∈ T is
differentiable at y = ȳ with respect to the set f(t, x̄(t), U(t)),
that is, there exists an n×m matrix Dyx

ȳ(t) such that

xy(t)− x̄(t) =Dyx
ȳ(t)(y − ȳ) + o(|y − ȳ|)

for y ∈ f(t, x̄(t), U(t))

and, moreover,

Dyx
ȳ(t) =

{
0, t ≤ θ
Φ(θ + 1, t), t ≥ θ + 1

(10)

where Φ is the transition matrix of the system

rT (τ) = rT (τ + 1)fx(τ, x̄(τ), ū(τ)), τ ∈ T .

Due to (9), there exist ξ∗ ∈ N(ȳ, f(θ, x̄(θ), U(θ))) and y∗j ∈
∂y(λjϕj)(x

ȳ(a+1), . . . , xȳ(b)), j = 0, . . . , r1+r2, such that

r1+r2∑
j=0

y∗j + ξ∗ = 0

Therefore, for y defined in (8), we have

r1+r2∑
j=0

〈y∗j , y − ȳ〉 ≥ 0 (11)

Due to the Chain Rule and (10), for each j there exists z∗j =
(z∗a+1j , . . . , z

∗
bj) ∈ ∂(λjϕj)(x̄(a+ 1), . . . , x̄(b)) (here ‘∂‘ is

the subdifferential with respect to x) such that

〈y∗j , y − ȳ〉 = 〈z∗j ,
(
Dyx

ȳ(a+ 1), . . . , Dyx
ȳ(b)

)
(y − ȳ)〉

=

b∑
s=θ+1

〈z∗sj ,Φ(θ + 1, s)(y − ȳ)〉

(12)
Define

pT (t) = −
r1+r2∑
j=0

b∑
s=t

z∗sjΦ(t, s) (13)

It follows from (11) and (12) that

pT (t+ 1)(y − ȳ) ≡
pT (t+ 1)(f(θ, x̄(θ), v)− f(θ, x̄(θ), ū(θ)) ≤ 0,

which is the assertion of the maximum principle (4) and it is
straightforward to show that (13) is equivalent to the adjoint
equation (3).
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7336


