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Abstract— This paper deals with an adaptive output feedback
control design problem for non-uniformly sampled multirate
systems with a fast uniform input updating rate and slow non-
uniform output sampling rates. A design scheme of a fast-
rate adaptive output feedback control at the fast sampling
period of the input updating rate will be proposed for non-
uniformly sampled systems using an adaptive output estimator.
The proposed adaptive output feedback control is designed
by using only measured outputs of slow rate samplings and
fast rate updating input. We also analyze the stability of the
obtained fast rate output feedback control system briefly based

on ASPR properties of the controlled system.

I. INTRODUCTION

Because of hardware limitations on sensoring and actu-

ating in several chemical and mechanical systems, multi-

rate systems are well recognized in industries as a system

with different output sampling periods and input updating

rate. In particular, there are many systems in which faster

output sampling periods cannot be taken, even though the

input actuating period can be taken at relatively high speeds

[1], [2]. Generally, in such systems, feedback controllers are

designed according to a single rate based on the measured

output at slow sampling rate. In these cases, the control

performance within the slow sampling period has not always

been ensured. However, if the input can be updated at a

faster rate, one can expect an improvement in the control

performance. With this in mind, multirate control approaches

with a lifting technique in which the control input can be

up dated at fast rate have widely researched [3]. By using

the lifting technique, one can design a controller with the

fast-rate updating rate, however, since the lifted system is

represented as a multi-variable system with different input

and output numbers, the designed controller were complex.

Furthermore, the ripple phenomenon sometimes deteriorates

the control performance in the multirate control systems.

On the other hand, several kinds of output estimators for

multi-rate systems and fast rate model identification methods

have been proposed [4], [5], [6], [7]. If the input can be

updated at a faster rate by utilizing the estimated output,

one can expect an improvement in the control performance

within the slow sampling periods. Unfortunately, however,

the majority of them were based on a full order model

of the considered system. Since it might be difficult to

determine the exact order of the considered systems in
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practice and for higher order systems, the designed estimator

might become complex. With this in mind, recently a novel

adaptive output estimator that realizes output estimate at fast

rates has been proposed [8] for uniformly sampled dual-rate

systems and this method has also been extended for uncertain

non-uniformly sampled systems so as to realize a fast-rate

output feedback control in which the output signals are non-

uniformly sampled with a slow sampling period [9].

In this paper, we propose a design scheme of a fast-rate

adaptive output feedback control for uncertain non-uniformly

sampled multirate systems with a fast uniform input updating

rate and slow non-uniform output sampling rates. Since one

can meet several types of non-uniformly sampled systems,

the controller design for non-uniformly sampled systems

have been attracted a much attention [10], [11]. The results in

[10] and [11] were obtained for a sampled data system with

non-uniform sampling period but with uniform frame period.

Unlike the previous methods, the proposed method can deal

with more general non-uniform sampled systems without

uniform frame periods. In the proposed method, we adopt

the adaptive output estimator proposed in [9] and, using

estimated output at fast sampling period, for uncertain non-

uniformly sampled systems we realize a fast-rate adaptive

output feedback control based on the almost strictly positive

real (ASPR) property [12], [13], [14]. The stability of the

designed fast-rate adaptive output feedback control system

with the adaptively estimated fast-rate outputs will be briefly

analyzed based on ASPR-ness of the controlled system.

II. PROBLEM STATEMENT

A. Non-uniformly Sampled System Representation

Consider a non-uniformly sampled system with the input

updated at a time instant kT uniformly and the output sam-

pled at a time instant n̄kT non-uniformly. Where, denoting

the k-th output sampling interval by nkT (nk ≥ 1), n̄k is

defined by

n̄k =

k−1
∑

i=0

ni , n̄0 = 0

That is, consider a system for which the input is updated with

a fast uniform updating period T and the output is slowly

sampled with non-uniform sampling interval nkT .

Denoting y(k) = y(kT ), x(k) = x(kT ), represent the

virtual fast-rate system with sampling period of T of the

considered non-uniformly sampled system as

x(k + 1) = Ax(k) + bu(k)
y(k) = cTx(k)

(1)
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Fig. 2. Internal model filter

Now, defining yk = y(n̄kT ), denote fast-rate outputs at

sampling period of T within yk to yk+1 by

yk(i) = y ((n̄k + i)T ) (i = 0, 1, · · · , nk) , (2)

where

yk(0) = yk

yk(nk) = yk+1 = yk+1(0). (3)

Note that the output yk(i) for i = 1, 2, · · · , nk − 1 can not

be measured practically. Further, denoting the state at a time

instant (n̄k+i)T by xk(i), we have the following virtual fast-

rate system representation of the considered non-uniformly

sampled system (See Fig. 1):

xk(i+1) = Axk(i) + buk(i)

yk(i) = cTxk(i)
(4)

B. Problem Statement

Suppose that the considered virtual fast-rate system (1)

satisfies the following assumptions:

Assumption 1: The virtual fast-rate system has a relative

degree of 1.

Assumption 2: The virtual fast-rate system is minimum-

phase.

Further the following assumption is imposed for the sampling

interval of non-uniformly sampled output yk.

Assumption 3: There exists an upper bound of the sam-

pling interval as 1 ≤ nk ≤ nmax and nmax is known.

Next, consider a reference signal ym(k) which satisfies

the following relation.

R(z)[ym(k)] = 0, R(z) = zρ + d1z
ρ−1 + · · ·+ dρ

|ym(k)| ≤ r̄

where ”z” is the forward-shift operator.

The objective here is to design an adaptive control system

such that the output y(k) track the reference signal ym(k)
at fast rate.

To this end, firstly introduce an internal model filter

GIM (z) = NIM (z)
DIM (z) as shown in Fig. 2, where, DIM (z) =

R(z) and NIM (z) is any stable polynomial of order ρ.

The virtual fast-rate error system including the internal

model filter can be represented by [14]

x̄(k + 1) = Āx̄(k) + b̄ū(k)
e(k) = ȳ(k) = c̄T x̄(k)

(5)

where x̄(k) is the state vector of the system with the internal

model filter and e(k) = y(k)− ym(k) is the output tracking

error.

The objective is then to design a fast-rate adaptive output

feedback controller which stabilizes the virtual fast-rate error

system (5).

III. ADAPTIVE OUTPUT ESTIMATOR DESIGN

Firstly, an adaptive output estimator which estimates un-

measured outputs yk(i), i = 1, · · · , nk−1 will be considered.

From Assumption 1, there exists an appropriate nonsingu-

lar transformation [y(k),η(k)T ]T = Φx(k) such that the

virtual fast rate system (1) can be transformed into the

following canonical form [15]:

y(k + 1) = a∗yy(k) + b∗yu(k) + cTη η(k)
η(k + 1) = Aηη(k) + bηy(k)

(6)

The zero dynamics of the system (6) is stable from

Assumption 2, i.e. Aη is a stable matrix.

Using the expression defined in (2), the system’s output

in (6) can be represented by

yk(0) = a∗yyk−1(nk−1−1) + b∗yuk−1(nk−1−1)

+cTη ηk−1(nk−1−1) (7)

yk−1(i) = a∗yyk−1(i−1) + b∗yuk−1(i−1) + cTη ηk−1(i−1) (8)

Furthermore, from (7) and (8), the sampled output yk(0) can

be expressed by using measured outputs an d inputs as

yk(0) = b∗yuk−1(nk−1−1) + b∗y

nk−1
∑

i=2

a∗yiuk−1(nk−1−i)

+a∗ynk−1
yk−1(0) + cTηnk−1

ηk−1(0) (9)

with

a∗yj = a∗
y(j−1)a

∗

y + cT
η(j−1)bη , a∗y0 = 1

cTηj = a∗
y(j−1)c

T
η + cT

η(j−1)Aη , cTη0 = 0
T

(j = 1, · · · , nk−1)

It follows that a∗y1 = a∗y .

Taking the expressin in (8) and (9) in to account, the output

estimator is designed as follows [9]:

ŷk(0) = b̂ykuk−1(nk−1−1)

+b̂yk−1

nk−1
∑

i=2

âikuk−1(nk−1−i) + ânk−1kyk−1(0)

ŷk(1) = â1kyk(0) + b̂ykuk(0)

ŷk(i) = â1kŷk(i−1) + b̂ykuk(i−1) , (i = 2, · · · , nk−1)

(10)

where âik and b̂yk are estimated values of a∗yi and b∗y
respectively.
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b̂yk and âik are estimated by the following parameter

adjusting law with a period of nkT .

b̂yk = σ̄b̂yk−1−σ̄γbuk−1(nk−1−1)ǫk(0)+pbk (11)

âik = σ̄âik−1−σ̄γaib̂yk−1uk−1(nk−1−i)ǫk(0)+paik(12)

(i = 1, · · · , nk−1 − 1)

ânk−1k = σ̄ânk−1k−1−σ̄γank−1
yk−1(0)ǫk(0)+pank−1k(13)

âjk = âjk−1, (j = nk−1 + 1, · · · , nmax) (14)

γai, γb > 0 , σ̄ =
1

1 + σ
, 0 < σ

where pbk, paik are parameter projections which are given

by

pbk =

{

0 (by ≤ b̂yk ≤ b̄y)
σ̄γbuk−1(nk−1−1)ǫk(0) otherwise

paik =

{

0 (i �= 1 or ay ≤ â1k ≤ āy)

σ̄γa1b̂yk−1uk−1(nk−1−2)ǫk(0) otherwise

pank−1k =

{

0 (nk−1 �= 1 or ay ≤ â1k ≤ āy)
σ̄γa1yk−1(0)ǫk(0) otherwise

(15)

with ay, āy , by and b̄y such that
ay ≤ a∗y ≤ āy , by ≤ b∗y ≤ b̄y

and ǫk(0) = ŷk(0) − yk(0) is an estimate error which can be

generated using the available signals as follows:

ǫk(0) =
{

σ̄b̂yk−1uk−1(nk−1−1)

+b̂yk−1

nk−1
∑

i=2

σ̄âik−1uk−1(nk−1−i)

+σ̄ânk−1k−1yk−1(0) − yk(0)

}

/
{

1 + σ̄γbu
2
k−1(nk−1−1)

+b̂yk−1

nk−1
∑

i=2

σ̄γaib̂yk−1u
2
k−1(nk−1−i)

+σ̄γank−1
y2k−1(0)

}

We have the following lemma concerning the boundedness

of all signals in the obtained adaptive estimator [9].

Lemma 1: Consider the following positive definite func-

tion:

Vak =

3
∑

i=1

Vik (16)

V1k = ρ1ǫ
2
k(0), V2k = ρ2η

T
k(0)Pηηk(0), V3k =

4
∑

i=1

V3ik

V31k = σ̄γ−1
b ∆b2yk, V32k = σ̄

nk−1−1
∑

i=1

γ−1
ai ∆a2ik

V33k = σ̄γ−1
ank−1

∆a2nk−1k
, V34k = σ̄

nmax
∑

i=nk−1+1

∆a2ik

ρi > 0, (i=1, 2), Pη = PT
η > 0

where ∆aik = âik − a∗yi and ∆byk = b̂yk − b∗y . Then the

difference ∆Vak = Vak − Vak−1 can be evaluated by

∆Vak

≤ −αǫ|ǫk|
2 − ρ1|ǫk−1|

2

−αη‖ηk−1(0)‖
2 − (ρ2α21 − δ2)

nk−1−1
∑

i=1

‖ηk−1(i)‖
2

+αy|yk−1(0)|
2 + ρ2

(

α23 +
ρ2α

2
22

δ2

)nk−1−1
∑

i=1

|yk−1(i)|
2

−σ̄σ2γ−1
b b∗2y − σ̄σ2γ−1

ank−1
a∗2ynk−1

−

nk−1−1
∑

i=1

(1− δai) σ̄γaib̂
2
yk−1u

2
k−1(nk−1−i−1)ǫ

2
k

−αab

{

γ−1
b ∆b2yk +

nk−1
∑

i=1

γ−1
ai ∆a2ik

}

+

nk−1−1
∑

i=1

σ̄

(

1

δ2ai
− σ2

)

γ−1
ai a

∗2
yi

+
1

δ3

{

b∗2y
γb

+

nk−1
∑

i=1

a∗2yi
γai

}

+ ã2y b̃
2
y

nk−1−2
∑

i=0

1

δui
|uk−1(i)|

2

+
b̃y
δuyǫ

|uk−1(nk−1−1)|
2 +

ãy
δuyǫ

|uk−1(nk−1−2)|
2 (17)

for any positive constants δ2, δ3, δǫ, δuyǫ δai and δui, where

αǫ = 2− ρ1 − δǫ −

nk−1−2
∑

i=1

δui − 3δuyǫ

αη = ρ2α21 − δ2 −
1

δǫ
‖cηnk−1

‖2

αab =
{

σ̄−1 − σ̄ − δ3
}

αy = ρ2

(

α23 +
ρ2α

2
22

δ2

)

+
ãy
δuyǫ

and

α21 = λmin [Qη] , α22 = ‖Aη‖‖Pη‖‖ bη‖,

α23 = ‖Pη‖‖bη‖
2, δ2 > 0

Thus, considering sufficient small ρ1 and sufficient large ρ2,

we can confirm that there exist a small positive constants δ2,

δ3, δǫ, δuyǫ, δai and δui such that αǫ > 0, αη > 0, αab > 0,

1 − δai > 0 and ρ2α21 − δ2 > 0, and then all the signals

in the adaptive output estimator are uniformly bounded with

bounded inputs and outputs.

IV. FAST-RATE ADAPTIVE OUTPUT FEEDBACK

CONTROL SYSTEM

A. Adaptive Controller Design

Let’s impose the following assumption:

Assumption 4: There exists, for the virtual fast-rate error

system (5) with the internal model filter, a known stable

parallel feedforward compensator (PFC):

xf (k + 1) = Afxf (k) + bf ū(k)
yf (k) = cTf xf (k) + df ū(k)

(18)
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Such that the resulting augmented system

xa(k + 1) = Aaxa(k) + baū(k)
ea(k) = cTaxa(k) + df ū(k)

(19)

xa(k) =

[

x̄(k)
xf (k)

]

, Aa =

[

Ā 0
0 Af

]

,

ba =

[

b̄

bf

]

, cTa =
[

c̄T cTf
]

is ASPR.

The augmented system with a PFC can be expressed as

follows using the form given in (4).

xak(i+1) = Aaxak(i) + baūk(i)

eak(i) = cTaxak(i) + df ūk(i)

= ek(i) + cTf xfk(i) + df ūk(i)

ek(i) = yk(i) − ymk(i)

(20)

For this ASPR system, if we can design the controller by

an output feedback with ideal feedback gain k∗ as

ū∗

k(i) = −k∗eak(i) (21)

the resulting control system should be SPR.

The input given in (21) cannot be realized due to un-

measurable output error signals eak(i) and causality problem

from the feedthrough input term. Therefore, in practice, the

controller is designed using available signals as follows:

ūk(i) = −k̃∗ ˆ̃eak(i) , k̃∗ = k∗(1 + dfk
∗)−1 (22)

ˆ̃eak(i) = êk(i) + cTf xfk(i)

where

êak(i) = ŷ∗k(i) + yfk(i) − ymk(i)

ŷ∗k(i) =

{

yk(i)
ŷk(i) (i = 1, 2, · · · , nk − 1)

If the ideal gain k∗ is known, using the controller given

in (22), one can obtain a stable control system [9]. Un-

fortunately, it might be hard to obtain an optimal and/or

ideal feedback gain for uncertain systems. Here, we consider

adaptively adjusting the feedback gain in (22).

The fast-rate adaptive output feedback controller is de-

signed as follows:

ūk(i) =−θ̃pk(i) ˆ̃eak(i) (23)

θ̃pk(i) = σ̄pθ̃pk(i−1) + σ̄pγ ˆ̃eêak(i) + pk(i) (24)

where pk(i) is a parameter projection given by

pk(i) =

{

0 if θ̃pmin ≤ fpk(i) <
1
df

−σ̄pγ ˆ̃eak(i)êak(i) otherwise

fpk(i) = σ̄pθ̃pk(i−1) + σ̄pγ ˆ̃eak(i)êak(i)

with θ̃p0(0) = θ̃pmin, and êak(i) is obtained via available

signals as follows:

êak(i) =

{

1− df σ̄pθ̃pk(i−1)

}

ˆ̃eak(i)

1 + df σ̄pγ ˆ̃e2ak(i)
(25)

The designed control system is illustrated in Fig. 3, where

S is a sampler at sampling periods of nkT .
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Fig. 3. Non-uniform multirate control system with fast-rate output feedback

B. Stability Analysis of the Control System

The designed control input can be expressed by

ūk(i) = −θ̃pk(i) ˆ̃eak(i)

= −k̃∗ẽak(i) + ψk(i)

where

ẽak(i) = ek(i) + cTf xfk(i)

ψk(i) = −∆θ̃pk(i) ˆ̃eak(i) − k̃∗ǫk(i)

ǫk(i) = êak(i) − eak(i)

Thus, using the fact that eak(i) can be expressed by

eak(i) = ẽak(i) + df ūk(i)

=
(

1− df k̃
∗

)

ẽak(i) + dfψk(i) (26)

the obtained closed-loop fast-rate system can be represented

as

xak(i+1) = Acǫxak(i) + bcǫψk(i)

eak(i) = cTcǫxak(i) + dcǫψk(i)
(27)

Acǫ = Aa − bak̃
∗cTa , bcǫ = ba

ccǫ = {1 + dfk
∗}

−1
ca , dcǫ = df

Under Assumption 4, this closed-loop system is SPR and

then there exist positive symmetric matrices P = PT > 0,

Q = QT > 0, a vector l and a constant w such tat the

following KYP-Lemma is satisfied

AT
cǫPAcǫ − P = −llT −Q

AT
cǫPbcǫ = cTcǫ − wl (28)

bTcǫPbcǫ = 2dcǫ − w2

Let’s consider the following positive definite function:

Vk = Vak + Vbk (29)

where,Vak has been given in (16) and Vbk is given by

Vbk = V4k +
ρ4

(1 + σp) γ
V5k (30)

V4k = ρ4x
T
ak(0)Pxak(0) , ρ4 > 0 (31)

V5k = ∆θ̃2pk−1(nk−1) (32)

The difference ∆V4k = V4k − V4k−1 can be represented

by

∆V4k = ρ4x
T
ak(0)Pxak(0) − ρ4x

T
ak−1(0)Pxak−1(0)

=

nk−1−1
∑

i=0

∆V4ik (33)
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where,

∆V4ik = ρ4x
T
ak−1(i+1)Pxak−1(i+1)−ρ4x

T
ak−1(i)Pxak−1(i)

From KYP-Lemma, ∆V4ik can be evaluated as

∆V4ik

≤ −ρ4λmin[Q]‖xak−1(i)‖
2 − 2ρ4êak−1(i)∆θ̃pk(i) ˆ̃eak(i)

+2ρ4

{

ǫk−1(i)∆θ̃pk−1(i)
ˆ̃eak(i) − eak−1(i)k̃

∗ǫk−1(i)

}

(34)

Since we have from (20),(23) that

|ǫk−1(i)| ≤
αxi‖xak−1(0)‖+ αrir̄

1 + 2dfθpmin
(35)

|uk−1(i)| ≤ αuxi‖xak−1(0)‖+ αurir̄ (36)

|eak−1(i)| ≤
¯̄αxi‖xak−1(0)‖+ ¯̄αrir̄

1 + dfθpmin
(37)

|ˆ̃eak−1(i)| ≤ ˆ̃αxi‖xak−1(0)‖+ ˆ̃αrir̄ (38)

with appropriate positive constants αxi, αri, αuxi, αuri, ¯̄αxi,
¯̄αri, ˆ̃αxi, ˆ̃αri which are bound for any magnitude of k∗, it

follows from (35), (37) that

ǫk−1(i)∆θ̃pk−1(i)
ˆ̃eak−1(i) − eak−1(i)k̃

∗ǫk−1(i)

≤ (δb1i+αb1i) ‖xak−1(0)‖
2 +

(

α2
b2i

4δb1i
+αb3i

)

r̄2 (39)

for δb1i > 0, where αb1i, αb2i, αb3i are also bounded con-

stants for any k∗.

Consequently, ∆V4k can be evaluated by

∆V4k ≤ −ρ4λmin[Q]

nk−1−1
∑

i=0

‖xak−1(i)‖
2

+2ρ4

nk−1−1
∑

i=1

{

(δb1i + αb1i) ‖xak−1(0)‖
2

+

(

α2
b2i

4δb1i
+ αb3i

)

r̄2
}

−2ρ4

nk−1−1
∑

i=0

ˆ̃eak−1(i)∆θ̃pk−1(i) êak−1(i) (40)

Next, the difference ∆V5k = V5k − V5k−1 can be repre-

sented as

∆V5k =

nk−1−1
∑

i=0

∆V5ik (41)

∆V5ik = ∆θ̃2pk−1(i) −∆θ̃2pk−1(i−1)

and then it can be evaluated from (24) that

∆V5ik ≤ −
{

(1 + σp)
2
− 1− δθ

}

∆θ̃2pk−1(i)

+
σ2
p (1 + σp)

2

δθ
k̃∗2

+2 (1+σp) γ ˆ̃eak−1(i)∆θ̃pk−1(i)êak−1(i) (42)

Finally, using the fact from (4),(36) that

|yk−1(i)|
2 ≤ ‖c̄‖2‖xak−1(i)‖

2 + 2‖c̄‖ ‖xak−1(i)‖r̄ + r̄2

|uk−1(i)|
2 ≤ α2

uxi‖xak−1(0)‖
2

+2αuxiαurir̄‖xak−1(0)‖+ α2
urir̄

2

and using the result in Lemma 1, ∆Vk = ∆Vak +∆Vbk can

be evaluated by

∆Vk ≤ −αǫ|ǫk(0)|
2 − ρ1|ǫk−1(0)|

2 − αη‖ηk−1(0)‖
2

− (ρ2α21 − δ2)

nk−1−1
∑

i=1

‖ηk−1(i)‖
2

−αab

{

γ−1
b ∆b2yk +

nk−1
∑

i=1

γ−1
ai ∆a2ik

}

−αxa0‖xak−1(0)‖
2 − αxai

nk−1−1
∑

i=1

‖xak−1(i)‖
2

−αp

nk−1−1
∑

i=0

∆θ̃2pk−1(i) +R (43)

where

αp =
ρ4

{

(1 + σp)
2
− 1− δθ

}

(1 + σp) γ

αr = αy + ρ2

(

α23 +
ρ2α

2
22

δ2

)

(nk−1 − 1) ã2y b̃
2
y

×

nk−1−2
∑

i=0

1

δui
α2
uri +

b̃y
δuyǫ

α2
urnk−1−1

+
ãy
δuyǫ

α2
urnk−1−2 + 2ρ4

nk−1−1
∑

i=1

(

α2
b2i

4δb1i
+ αb3i

)

+
1

δxa0
α2
r̄x0 +

1

δxai
ρ22

(

α23 +
ρ2α

2
22

δ2

)2

‖c̄‖2

αxa0 = ρ4λmin[Q]− αy‖c̄‖
2 − 2ρ4

nk−1−1
∑

i=1

(δb1i + αb1i)

−ã2y b̃
2
y

nk−1−2
∑

i=0

1

δui
α2
uxi

−
b̃y
δuyǫ

α2
uxnk−1−1 −

ãy
δuyǫ

α2
uxnk−1−2 − δxa0

αxai = ρ4λmin[Q]− ρ2

(

α23+
ρ2α

2
22

δ2

)

‖c̄‖2 −

nk−1−1
∑

i=1

δxai

R = αr r̄
2 +

nk−1−1
∑

i=1

σ̄

(

1

δ2ai
− σ2

)

γ−1
ai a

∗2
yi

+
1

δ3

{

b∗2y
γb

+

nk−1
∑

i=1

a∗2yi
γai

}

+ nρ4
σ2
p (1 + σp)

δθγ
k̃∗2

δ0 > 0 , δi > 0

Considering a ρ4 such that ρ4≫ρ2> 0, one can confirm

that there exists a sufficient large k∗ for sufficient small δb1i,
δ1 such that αxa0, αxai > 0. Thus, ∆Vk can be evaluated for
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a sufficient large k∗ by

∆Vk ≤ −αVk +R (44)

α = min

[

αǫ

ρ1
,

αη

ρ2λmax[Pη]
,

σ̄−1 − σ̄ − δ3

max
{

γ−1
b , γ−1

ai

} ,

αxa0

ρ4λmax[P ]
,

αxai

ρ4λmax[P ]
, αp

]

Then we can conclude that all the signals in the control

system are uniformly bounded.

Theorem 1: Under Assumptions 1 to 4, designing a con-

trol system with the adaptive output estimator (10) and

the adaptive output feedback (23) with the PFC (18), all

the signals in the resulting control system are uniformly

bounded.

V. VALIDATION THROUGH NUMERICAL SIMULATION

The effectiveness of the proposed method is confirmed

through numerical simulations. In this simulation, we assume

that the output y(t) is sampled randomly at a maximum

period of 10T = 100 [sec] but the input signal u(t) can be

updated through a zero-order hold at a fast period T = 10
[sec].

In the simulation, as an unknown controlled system, we

consider the following system which is expressed by a fast-

rate model as in (1):

x(k + 1) = Ax(k) + bu(k)
y(k) = cTx(k)

(45)

Where

A=













0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

3.28×10−5 7.74×10
3

0.416 −1.83 2.41













b =
[

0 0 0 0 1
]T

c=
[

−6.95×10−7 −1.88×10−4 −0.014 0.025 0.032
]T

The transfer function representation of the system can be

given by

Gp(z) =
0.0323z4 + 0.0249z3 − 0.0137z2

z5 − 2.41z4 + 1.83z3 − 0.416z2

−1.87× 10−4z + 6.95× 10−7

+7.37× 10−3z − 3.28× 10−5
(46)

This system is non-minimum phase and it is supposed that

this system is unknown but the approximated fast rate model

G∗

p(z) is known. In this simulation, we set G∗

p(z) as follows:

G∗

p(z) =
0.0258z4 + 0.020z3 − 0.011z2

z5 − 2.41z4 + 1.83z3 − 0.416z2

−1.503× 10−4z + 5.558× 10−7

+7.37× 10−3z − 3.28× 10−5
(47)

Using this approximated model, a PFC which renders the

augmented fast rate system ASPR was designed as follows

according to the model based PFC design scheme [14].

GPFC1(z) = GASPR(z)−G∗

p(z) (48)
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Fig. 4. Simulation results; the proposed control method and slow-rate
controls

with an ideal ASPR model of

GASPR(z) =
20z − 15.3

z − 0.967
(49)

Furthermore, since the model is not minimum-phase, we

introduced additional PFC for output estimation. The PFC

was designed as follows in order to render a minimum-phase

augmented system with a relative degree of 1.

GPFC2(z) = Gest(z)−G∗

p(z) (50)

Gest(z) =
1

z − 0.1

In the simulations, the design parameters in the output

estimator and the adaptive controller are set as:

γb = 500, γai = 1(i = 1, · · · , 10), σ = 10−5

γ = 10−6, σp = 10−5

and we set in the parameter projection that

0 ≤ ay ≤ 500, −500 ≤ by ≤ 500.

The internal model was given by

Ḡ(z) =
z

z − 1

Fig. 4 show the simulation results. The output reaches the

given set points quickly and a good control performance is

shown compared with slow-rate control.

VI. CONCLUSION

In this paper, we proposed a design scheme of an adaptive

output feedback control for uncertain non-uniformly sam-

pled systems in which the output signals are non-uniformly

sampled with a slow sampling period. An adaptive fast-rate

output estimator was applied to design fast-rate adaptive

output feedback for a system which satisfies the almost

strictly positive real (ASPR) property.
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