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Abstract—The sensing data is usually transmitted simultane-
ously from the sensor to the controller in conventional control
systems. However, in networked control systems it is possible that
a set of sensing data is transmitted via multiple separate data
packets due to the multiple, geographically dispersed sensors.
This scenario, referred to as “multi-packet transmission”, brings
to the system different delays for different parts of the sensing
data. Within the packet-based control framework for networked
control systems, a novel control structure is proposed. The
negative effects of multi-packet transmission are effectively dealt
with by first reconstructing the sensing data at the controller
side and then compensating for the communication constraints
using the packet-based control approach. Numerical examples
illustrate the effectiveness of the proposed approach.

I. INTRODUCTION

Networked control systems (NCSs) are those control sys-

tems that are closed via some form of communication network-

s. In most cases, the “communication networks” are referred

to those that are not particularly designed for the control

purpose, the most important one of which, is the Internet.

By introducing the Internet into the control system, one can

achieve the capability of remote and distributed control at

a lower cost, with easy maintenance and flexible structure

redesign. These advantages are obtained however at the cost

of possible unreliable control performance since, unlike as as-

sumed in conventional control systems, the Internet introduces

to the NCSs imperfect communication links. These imperfect

communication links may degrade the system performance of

NCSs or even destabilize the system under certain conditions,

thus constituting the core issue in the study of NCSs [1], [2].

In terms of the imperfect communication links, network-

induced delay and data packet dropout have been the most

studied in the literature to date. In this work we notice another

issue seldom addressed before, that is, different parts of the

sensing data at a single step may experience different delays

or dropouts. Two reasons contribute to this issue. Firstly,

the sensing data at a single step can be too much for the

communication network to be encoded into a single data

packet, resulting in the split of the data into several data
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packets for the transmission purpose. Secondly, the sensors

in NCSs can be geographically dispersed as is often seen in

today’s large distributed systems, and this distributed structure

of measurement forces the sensing data to be obtained and

transmitted from multiple sensors. Both scenarios, resulting

from either the limited size of data packet or the geographical-

ly dispersed sensors, are referred to equally as “multi-packet

transmission” due to their similar consequence. This conse-

quence of producing different communication characteristics

for different parts of data, can potentially affect the system

performance seriously, and yet have hardly been addressed in

the literature to date [3]–[5].

Indeed, the only several available studies on multi-packet

transmission have been inclined to first accept the negative

effect incurred (without reasoning how this occurs), then

design the controller and analyze the system performance from

only the control engineering perspective [4], [5]. Our current

work, on the contrary, is motivated by the fact that the system

performance could be further improved by taking advantage of

both advanced control algorithms and proper communication

protocols. Specifically, this improvement is achieved by first

reconstructing the sensing data at the controller side and then

compensating for the communication constraints using the

packet-based control approach. In this way we are able to

show that the negative effects of multi-packet transmission can

be effectively and actively compensated for. Furthermore, this

co-design scheme is flexible to admit all the existing control

algorithms to be used, making it a unified framework from the

control engineering perspective.

II. NCSS WITH MULTI-PACKET TRANSMISSION

The cause and the negative effects of multi-packet transmis-

sion are first discussed, followed by a brief review of related

work in this area. The system setup studied in this paper is

given at the end of this section.

A. Multi-packet transmission in NCSs

In the present work “multi-packet transmission” refers to the

scenario where a set of data that is supposed to be transmitted

simultaneously in conventional control systems, is however

transmitted via multiple separate data packets in NCSs. These

data can be, for example, the sensing data from the sensor

side or the control data from the controller side. Generally

speaking, two reasons contribute to the occurrence of this

scenario.

1) The geographically dispersed control components, typi-

cally the distributed multiple sensors, enable the scenario

where the sensing data has to be sampled and transmitted
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from multiple sensors located in geographically different

places; See Fig. 1 for an illustrative structure. Note that

this type of multi-packet transmission usually occurs

only in the sensor-to-controller channel as we do not

often use more than one controllers in a single control

system.

2) The data packet size of the communication network is

so small that the set of data required for transmission

at one time have to be divided and packed into several

data packets. This type of multi-packet transmission can

occur in either the sensor-to-controller channel or the

controller-to-actuator channel, corresponding to the split

of the sensing data or the control data, respectively.

From a practical viewpoint, although the insufficiently large

data packet possibly contributes to the occurrence of multi-

packet transmission, in the case of the Internet being used in

NCSs (which is more and more popular nowadays), the data

packet size is usually large enough to avoid the occurrence

of this scenario. For example, in the commonly used Ethernet

IEEE 802.3 protocol, a frame contains 368 bits of useful data,

while an 8-bit data can encode 28 = 256 different control

signals which is ample for most control applications [6]. Due

to this reason, this paper will consider only multi-packet trans-

mission resulting from the geographically dispersed sensors

and, consequently, only the sensing data may be affected by

multi-packet transmission. The typical structure is illustrated

in Fig. 1.

Fig. 1. Multi-packet transmission due to geographically dispersed sensors.

The existence of multi-packet transmission introduces mul-

tiple delays to the system. These delays can not be simply

integrated into a single one since they are related to different

parts of the concerned data. This fact poses great difficulties

and conservativeness for the theoretical analysis as well as the

practical implementation. Indeed, on the one hand, the multiple

“partial” delays complicate the system model; on the other

hand, using conventional control methods, the sensing data can

be used only when all parts of it are received, which artificially

increases the delay to the system and thus can significantly

degrades the system performance.

B. Related work and preliminaries

As stated earlier, the main consequence of multi-packet

transmission is the introduction of multiple delays to the con-

trol system. Given only this consequence, related works can

be found in, for example, [7]–[10]. However, the models used

there are essentially different from the situation considered

here, as in all the aforementioned models, the data itself is

integrated and multiple delays occur on the whole but not part

of the data. For example, in [10] the following closed-loop

model for continuous-time linear system with state feedback

is proposed

ẋ(t) = Ax(t) +BKx(t− ds(t)− da(t)) (1)

where both the delays ds(t) and da(t) are affecting the whole

state x(t). Although multiple delays are considered in (1), this

model is obviously not suitable for NCSs with multi-packet

transmission where, for different parts of the data, different

delays apply. In fact, suppose there are r sensors in Fig. 1 and

all the states are measurable, the system state at the controller

side at time t, xd(t)(t), should read

xd(t)(t) , [yT1 (t− d1(t)) . . . yTr (t− dr(t))]
T (2)

where yi(t − di(t)), i = 1, 2, . . . , r contains the state infor-

mation obtained from the ith sensor and the delays di(t), i =
1, . . . , r are independent with each other. This implies that

the closed-loop system with state feedback in the presence of

multi-packet transmission can be written as follows,

ẋ(t) = Ax(t) +BKxd(t)(t) (3)

which is essentially different from the model in (1).

The model in (3) coincides with the models used in [3]–

[5] where multi-packet transmission is explicitly considered.

In [5], through some mathematical transformations the closed-

loop system in (3) can be expressed in the form of multiple

delays to the whole state with artificially added terms to the

system matrices. Although this modeling approach simplifies

the problem, the underlying philosophy is however to de-

spondently accept the existence of multi-packet transmission

and try only to design the control strategy from the control

engineering perspective. The same philosophy can be found

in [3], [4]. It is observed that this separation of control

and communication results in considerable conservativeness,

which thus motivates this work on the appropriate combination

of control and communication to derive a superior co-design

strategy. The proposed model-based compensation scheme for

multi-packet transmission in NCSs consists of two parts, i.e.,

the reconstruction of the sensing data and the compensation

for the negative effects brought by multi-packet transmission

within the packet-based control framework. They are discussed

in the next two sections, respectively.

In view of the fact that NCSs are practically implemented

in a digital environment due to the use of computers and

communication networks, it might be more suitable to consider

the system model in discrete-time,

x(k + 1) = Ax(k) +Bu(k) (4a)

where x ∈ R
n, u ∈ R

m, A ∈ R
n×n, B ∈ R

n×m, and the

calculation of the control signal u(k) is based on the available

sensing data for the controller at time k, denoted by

xτsc,k(k) , [yT1 (k − τ1sc,k) . . . yTr (k − τ rsc,k)]
T (4b)
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where similar to (2) yi(k − τ isc,k), i = 1, 2, . . . , r denotes the

state information obtained by the controller at time k from

the ith sensor, τ isc,k is the delay of yi(k − τ isc,k) and τsc,k ,

[τ1sc,k . . . τ rsc,k]
T . Denote the dimension of yi(k − τ isc,k) by

ni it is then held that
∑r

i=1 ni = n.

Remark 1: Note that by appropriately reordering the system

states x(t) and adjusting the corresponding system matrices A,

the following relationship is always held

x(k) = [yT1 (k) . . . yTi (k) . . . yTr (k)]
T

= [x1(k) . . . xj(k) . . . xn(k)]
T (5)

i.e., the components of the system state have the same order as

the sensors, implying y1(k) = [x1(k) . . . xn1
(k)]T , y2(k) =

[xn1+1(k) . . . xn1+n2
(k)]T , . . . . Therefore, the system model

in (4b) is proposed without the loss of generality. In what

follows we will assume that the condition in (5) holds for the

system model in (4) .

III. SENSING DATA RECONSTRUCTION

In our proposed compensation scheme for multi-packet

transmission, the sensing data is first reconstructed at the

controller side. In what follows the reason why this process

is necessary and the detailed reconstruction method are dis-

cussed.

A. Sensing data reconstruction: Why?

Suppose at time k at the controller side, we have the

delayed sensing data xτsc,k(k), the detailed structure of which

is shown in (4b). xτsc,k(k) can not be used directly to derive

the control signal, as this is not the typical sensing data

required for conventional control algorithms. In fact, in most

existing control algorithms without the optimization on the

multi-packet transmission issue, the control signal can not

be calculated unless the sensing data from all the sensors

are successfully received. Under our current notations, this

is equivalently saying that the control signal at time k is

calculated based on the artificially delayed state x(k− τmax
sc,k )

where

τmax
sc,k , max{τ isc,k : i = 1, . . . , r} (6)

Comparing x(k − τmax
sc,k ) with xτsc,k(k) it is readily seen

that in conventional control algorithms most of the available

updated sensing data, yi(k − τ isc,k) where τ isc,k < τmax
sc,k ,

are simply wasted. In addition, if any part of the data is

lost during transmission, all the other data packets sent at

that time will have to be discarded since in this case no

“whole” sensing data can be constructed at the controller side.

Such a straightforward observation tells the conservativeness

of conventional control algorithms.

In this work we try to take advantage of all the available

sensing data xτsc,k(k), rather than the artificially delayed one,

x(k − τmax
sc,k ). In fact, our goal is to derive from the available

sensing data the predicted, most updated sensing data, x̄(k −
τmin
sc,k ) with

τmin
sc,k , min{τ isc,k : i = 1, . . . , r} (7)

where the symbol ¯ in x̄(k−τmin
sc,k ) is used to indicate the fact

that x̄(k− τmin
sc,k ) contains the predicted data but not fully the

measured one. For simplicity of notations, let τ∗sc,k , τmin
sc,k

and thus x̄(k − τ∗sc,k) , x̄(k − τmin
sc,k ).

Fig. 1 shows that the control signal applied to the plant is

also sent to the controller. This seemingly redundant mech-

anism has its functions. In fact, the time-varying delay in

the controller-to-actuator channel is unknown to the controller

in NCSs and therefore the control signal actually applied to

the plant is also unknown to the controller in the packet-

based compensation scheme discussed in the next section. The

controller can only know these actually applied control signals

by sending them back. This transmission will be through

another link, different from those for the sensing data. In this

paper we assume that the delays for these resent control signals

are less than those of any of the sensing data at the same time,

i.e.,

τusc,k ≤ τ∗sc,k, ∀k (8)

where τusc,k is the delay of the resent control signal at time k.

This assumption makes sense in practice because these control

signals are sent back earlier than the corresponding sensing

data, as the former can be sent back as soon as they are applied

to the plant while the latter have to be after the control signals

being applied and then sampled.

B. Sensing data reconstruction: How?

Partition the system matrices A and B in (4a) as r× r and

r × 1 block matrices respectively, as follows:

A =











A11 A12 . . . A1r

A21 A22 . . . A2r

...
...

. . .
...

Ar1 Ar2 . . . Arr











, B =









B1

B2

. . .

Br









(9)

where the block in row i and column j of A in its block

matrix form, Aij , has the size of ni ×nj and the ith block of

B in its block matrix form, Bi, has the size of ni ×m. This

partition enables us to write the system in (4) in block matrix

form with regards to the system states obtained from different

sensors (by using also (5)), the ith of which is

yi(k + 1) =

r
∑

j=1

Aijyj(k) +Biu(k) (10)

Notice that at time k at the controller side, the whole state

information at time k−τmax
sc,k is available to the controller and

thus the state information of sensor i one step ahead (if not

available yet to the controller) can be estimated using (10),

ŷi(k − τmax
sc,k + 1) =

r
∑

j=1

Aijyj(k − τmax
sc,k ) +Biu(k − τmax

sc,k )

(11)

Ideally this process can be repeated step by step and the whole

state information can then be estimated till k − τ∗sc,k, thus

fulfilling our objective. However, the effect of multi-packet

3138



transmission makes that some parts of the data may not be

available during this process. In fact, at this very time instant,

k − τmax
sc,k + 1, the sensing data from at least one sensor will

not available to the controller, due to the definition of τmax
sc,k

in (6).

The state information of sensor i at time k− τmax
sc,k + l, i.e.,

yi(k − τmax
sc,k + l), 1 ≤ l ≤ τmax

sc,k − τ∗sc,k − 1 can be missing

due to the following two different reasons and they are treated

in our algorithm using a very similar strategy.

1) The delay of sensor i at time k is so large that

τ isc,k > τmax
sc,k − l. This will prevent any newer sensing

data from sensor i being received by the controller

on or after k − τmax
sc,k + l. Notice that if the sensing

data reconstruction is done step by step from the very

beginning (11), the reconstructed one, ŷi(k− τmax
sc,k + l)

will always be available at the time of calculating the

one step ahead sensing data. Therefore in this case we

will use the reconstructed sensing data for sensor i on

and after time k − τmax
sc,k + l.

2) The delay of sensor i at time k is small, ensuring that

τ isc,k ≤ τmax
sc,k − l, but a data packet dropout occurs. In

this case, the sensing data from sensor i can be still

available after k− τmax
sc,k + l but not on this specific time

instant. Therefore, the estimated one ŷi(k − τmax
sc,k + l)

is used at k − τmax
sc,k + l, but we will turn back to the

real measured sensing data whenever available.

Simply speaking, the underlying idea of our estimation

process is, the real measured sensing data is used as much

as possible and the estimated one is used only in the absence

of the former. The general estimation equation can be written

as follows, for 1 ≤ l ≤ τmax
sc,k − τ∗sc,k − 1,

ŷi(k − τmax
sc,k + l + 1) =

r
∑

j=1

Aij ȳj(k − τmax
sc,k + l)

+Biu(k − τmax
sc,k + l) (12)

where ȳj(k−τmax
sc,k +l) = yj(k−τmax

sc,k +l) if yj(k−τmax
sc,k +l) is

available to the controller; ȳj(k−τmax
sc,k +l) = ŷj(k−τmax

sc,k +l)
otherwise. Notice that u(k−τmax

sc,k +l), 1 ≤ l ≤ τmax
sc,k −τ∗sc,k−1

is always available due to the assumption in (8),

Repeat this process for all parts of the sensing data, we can

have an estimation of the whole sensing data at time k−τ∗sc,k,

as follows,

x̄(k − τ∗sc,k) = [ȳT1 (k − τ∗sc,k) . . . ȳTr (k − τ∗sc,k)]
T (13)

where similarly, ȳj(k− τ∗sc,k) = yj(k− τ∗sc,k) if yj(k− τ∗sc,k)
is available to the controller; ȳj(k − τ∗sc,k) = ŷj(k − τ∗sc,k)
otherwise.

IV. PACKET-BASED COMPENSATION

With the sensing data being reconstructed at the controller

side, we are now able to fit the problem into the packet-

based control framework for NCSs to actively and effectively

compensate for the negative effects brought by the commu-

nication constraints in NCSs, including especially those by

multi-packet transmission.

A. Packet-based compensation

Packet-based control for NCSs is already a mature control

strategy [6], [11], [12]. In this section this control strategy is

modified to account for multi-packet transmission in NCSs,

while the detailed design process of general packet-based

control framework is ignored.

The key point of the previously reported packet-based

control approach is to realize that the number of control signals

that one data packet can contain in NCSs is usually much

larger than the upper bound of the delay (data packet dropout

as well). Indeed, denote the effective load of the data packet

being used in NCSs by Bp and the data size required for

encoding a single step of the control signal by Bc. The number

of control signals that one data packet can contain can then

be obtained as

N = ⌊
Bp

Bc

⌋ (14)

where ⌊
Bp

Bc
⌋ = max{ς : ς ∈ N, ς ≤

Bp

Bc
}. The following

condition typically holds for most NCSs.

Assumption 1 (Delay bound): The sum of the network-

induced delay and consecutive data packet dropout in the

controller-to-actuator channel is upper bounded by N , i.e.,

τ̄ca , max
k≥1

{τca,k + χ̄ca} < N (15)

where τca,k and χ̄ca represent the network-induced delay and

the upper bound of consecutive data packet dropout in the

controller-to-actuator channel, respectively.

In the current system setting, the successful implementation

of the packet-based control approach also requires the follow-

ing assumption.

Assumption 2 (Time synchronization): The control compo-

nents in NCSs including the sensor, the controller and the

actuator are time synchronized and data packets are sent with

time stamps to notify when they were sent.

With Assumptions 1 and 2, we are able to send a sequence

of forward control signals (or “forward control sequence”

(FCS)) simultaneously over the network instead of one at a

time as typically done in conventional control systems, with

the length of the FCS being τ̄ca + 1. That is, at time k at the

controller side, instead of calculating and sending only current

control signal u(k), the FCS U(k|k − τ∗sc,k) calculated based

on the reconstructed sensing data x̄(k− τ∗sc,k), is packed into

one data packet and sent to the actuator,

U(k|k − τ∗sc,k) , [u(k|k − τ∗sc,k) . . . u(k + τ̄ca|k − τ∗sc,k)]
(16)

Upon receiving U(k|k − τ∗sc,k), the actuator is then able

to select from it the appropriate control signal to actively

compensate for current communication constraints in NCSs

(via a specially designed control component called “control

action selector” (CAS)). For example, if the delay in the

control-to-actuator channel for U(k|k − τ∗sc,k) is τca,k, the

actuator may thus choose u(k+τca,k|k−τ∗sc,k) at time k+τca,k
and apply it to the plant to compensate for the communication

constraints. Notice here that all the time instants are based on
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Fig. 2. Model-based compensation for NCSs with multi-packet transmission.

the controller side. If we use the time at the plant side and

denote the delay for the chosen control signal by τ∗ca,k, the

control law can then be written as follows,

u(k) = u(k|k − τ∗k ) (17)

where τ∗k , τ∗sc,k + τ∗ca,k and u(k|k − τ∗k ) is selected from

FCS U(k − τ∗ca,k|k − τ∗k ).
The general block diagram of the packet-based compensa-

tion scheme for NCSs with multi-packet transmission is illus-

trated in Fig. 2. It is clear that the control law in (17) provides

an active compensation mechanism for the communication

constraints in NCSs including the negative effects brought

by multi-packet transmission and thus potentially leads to a

better system performance than that using conventional control

approaches. The reader of interest is referred to [6], [11], [12]

for further details of the general framework of packet-based

control for NCSs.

B. Packet-based controller: A model-based solution

The packet-based compensation scheme and the correspond-

ing control law in (17) give the general control strategy for

NCSs with multi-packet transmission. Under this framework,

the specific controller can be designed separately, enabling this

control strategy to be a unified one. As an example a model

predictive control (MPC) based controller is designed in this

paper to validate the effectiveness of the proposed approach,

but any other control algorithms that can give better system

performance can also be applied.

In a typical MPC implementation, the predictive controller

determines a sequence of forward control signals at each

control interval that optimize future open-loop plant behav-

ior and only the first control input is applied to the plant.

This sequence of forward control signals can be regarded as

the FCS in the packet-based control framework without any

modification, thus making the MPC based method a natural

selection for our framework. However, different from classic

MPC method where only the first control signal is applied to

the plant, in our current framework any forward control signal

from the FCS can be selected and then applied to the plant, in

order to actively compensate for the communication constrains

in NCSs.

Different from classic MPC method, within our framework

the objective function, Jk,τ∗

sc,k
at time k, is a function of the

predicted states and control signals based on the reconstructed

sensing data x̄(k − τ∗sc,k), as follows,

Jk,τ∗

sc,k
=X̄T (k|k − τ∗sc,k)QX̄(k|k − τ∗sc,k)

+ ŪT (k|k − τ∗sc,k)RŪ(k|k − τ∗sc,k) (18)

where X̄(k|k− τ∗sc,k) = [x(k+ 1|k− τ∗sc,k) · · ·x(k+Np|k−

τ∗sc,k)]
T is the predictive state trajectory, Ū(k|k − τ∗sc,k) =

[u(k − τ∗sc,k|k − τ∗sc,k) · · ·u(k + Nu − 1|k − τ∗sc,k)]
T is the

predicted control signals, Q and R are constant weighting

matrixes, Np and Nu are the prediction horizon and the control

horizon respectively, and for the successful implementation of

the proposed approach we require Nu > τ̄ca and normally we

have Np ≥ Nu.

Due to the page limit the optimal FCS is simply presented

as follows without the detailed deduction process. The reader

of interest is referred to [6] where a similar process was

conducted.

U(k|k − τ∗sc,k) = Kτ∗

sc,k
x̄(k − τ∗sc,k) (19)

where Kτ∗

sc,k
= −Mτ∗

sc,k
(FT

τ∗

sc,k
QFτ∗

sc,k
+R)−1FT

τ∗

sc,k
QEτ∗

sc,k

with Eτ∗

sc,k
= [(Aτ∗

sc,k+1)T · · · (Aτ∗

sc,k+Np)T ]T , Fτ∗

sc,k
is

a block lower triangular matrix with its non-null elements

defined by (Fτ∗

sc,k
)ij = Aτ∗

sc,k+i−jB, j − i ≤ τ∗sc,k and

Mτ∗

sc,k
= [0m(τ̄ca+1)×mτ∗

sc,k
Im(τ̄ca+1)×m(τ̄ca+1)

0m(τ̄ca+1)×m(Nu−τ̄ca)].

C. The model-based compensation scheme

Up to now we are able to organize the whole algorithm as

follows, the block diagram of which is illustrated in Fig. 2.

Algorithm 1 (Model-based compensation scheme):

1. The multiple sensors sample the plant dynamics and

send them to the controller independently; The control signal

applied to the plant is also sent to the controller;

2. The sensing data is reconstructed at the controller side

using (12) and (13), based on the sensing data from different

sensors with different delays (4b) and the resent control signal

u(k − τusc,k);
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3. The FCS is calculated using (19) and sent to the actuator

within one data packet;

4. The CAS selects the appropriate control signal to com-

pensate for the communication constraints by (17) and and the

actuator applies it to the plant.

V. NUMERICAL EXAMPLE

0 20 40 60 80 100
−1

−0.5

0

0.5

1

1.5

k

x
2
(k

)

 

 

Conventional control approach

Model−based compensation scheme

Fig. 3. State trajectories using the LQR controller and the model-based
compensation scheme, respectively. Showing only the second state.

Consider a second order system in discrete-time borrowed

from [6], which is open-loop unstable with the system matrices

being

A =

(

0.98 0.1
0 1

)

, B =

(

0.04
0.1

)

.

In [6], a Linear Quadratic Optimal (LQR) controller

is designed without consideration of the communication

constraints, which yields the time-invariant feedback gain

KLQR = [0.7044 1.3611]. This controller will be used here

to illustrate the effectiveness of the proposed model-based

compensation scheme.

We assume that the two states are sampled and transmitted

by two independent sensors, meaning that at any time instant

k, the whole state x(k) has to be constructed from data

received from two sensors, i.e., x(k) = [y1(k) y2(k)], where

y1(k) = x1(k), y2(k) = x2(k) are from different sensors. The

sensing data from different sensors experience different delays,

with the upper bound being 4 and 8 time steps respectively.

In the model-based compensation scheme, the sensing data is

reconstructed at the controller first, and then the packet-based

controller is designed using (19) with Nu = 15, Np = 20 and

Q and R being identity matrices with appropriate dimensions.

The initial state of the system is set as x0 = [−1 − 1]T and

the upper bound of delay and consecutive dropouts in the

controller-to-actuator channel is τ̄ca = 3.

The comparison of the state trajectories using the model-

based compensation scheme and the LQR controller is shown

in Fig. 3. It is seen that the model-based compensation

scheme gives rise to better system performance than the LQR

controller. This is mainly due to the different upper bounds

of the delays in the sensor-to-controller channel for the two

methods: The LQR controller uses an upper bound of 8 time

steps (the maximum of all partial delays) since the control

signal is not calculated until sensing data from both sensors

are received, while the model-based compensation scheme

successfully reduces the upper bound to 4 time steps (the

minimum of all partial delays). This comparison illustrates

the effectiveness of the proposed model-based compensation

scheme.

VI. CONCLUSIONS

Multi-packet transmission is a distinct feature of NCSs

and potentially degrades the system performance significantly.

By reconstructing the sensing data and then compensating

for the communication constraints using the packet-based

control approach, the negative effects brought by multi-packet

transmission are effectively eliminated. Future work will con-

centrate on the theoretical evaluation of this control strategy

and its extension to continuous-time and nonlinear systems.
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