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Vehicle Routing Problem with Metric Temporal Logic Specifications

Sertac Karaman

Abstract— This paper proposes a novel version of the Vehicle
Routing Problem (VRP). Instead of servicing all the customers,
feasible solutions of the VRP instance are forced to satisfy a
set of complex high-level tasks given as a Metric Temporal
Logic (MTL) specification, which allows complex quantitative
timing constraints to be incorporated into the problem. For
the resulting Vehicle Routing Problem with Metric Tempo-
ral Logic Specifications (VRPMTL), a Mixed-Integer Linear
Programming (MILP) based algorithm is provided that solves
the problem to optimality. Examples for optimal multi-UAV
mission planning are provided where MTL is used as a high
level language to specify complex mission tasks.

I. INTRODUCTION

The Vehicle Routing Problem and its many variants have
been studied in the literature for many decades. Although
several different variants have been proposed and have found
applications in the real world, some important issues have not
been addressed yet. The VRP by definition requires all the
customers to be serviced employing all the vehicles. How-
ever, in some applications, there may be problem instances
in which not all customers must necessarily be serviced, and
successful completion of certain tasks depends on relative
timing between servicing different customers.

For instance, a two-customer task may be completed only
if the two customers are visited in a given order, within
a specific interval in time (for example, when the first
customer wants to deliver a package to the second one
within a fixed time). Another two-customer task may be
accomplished by visiting only one of the two customers; this
occurs, for example, when the two “customers” are in fact
suppliers of a certain commodity product. More in general,
one can desire to satisfy conjunctions and disjunctions of all
these requirements, which would constitute a possibly very
complex specification. Besides not addressing these type of
issues, one of the important drawbacks of current approaches
to formulating and solving vehicle routing problems is the
lack of a high level language to specify complicated tasks in a
natural way. In this paper we employ Metric Temporal Logics
as a natural language for specification of such complex tasks
and consider applications to multi-UAV mission planning.

The VRP has been extensively studied by the Operations
Research community for over half a century. Several dif-
ferent variants have been considered and several different
techniques were employed to obtain optimal or suboptimal
solutions [23]. Variants of the VRP have been applied to
many real-world problems in different domains [5], [16],
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[20]. Applications to multi-UAV routing and mission plan-
ning problems are also extensively studied in the literature
[1], [6], [21], [22], [24] and experimental demonstrations
were provided [19].

VRP Algorithms consist of heuristics and exact algo-
rithms. Even though heuristics quickly provide solutions that
are often close to the optimum, they have no worst case
guarantees (see for example [7], [8] for a survey of some of
the heuristics). On the other hand, exact algorithms provide
solutions for instances of practical sizes. We should note
that many of the techniques that provide an optimal solution
to VRP are based on Mixed-Integer Linear Programming
(MILP), which were classified in [23]. The aforementioned
multi-UAV mission planning applications of the VRP all em-
ploy MILP-based formulation to construct optimal solutions.

In this paper, we consider a form of temporal logic as a
language to define complex missions. Temporal logic is a
branch of philosophy and was first studied by philosophers.
It was taken into the Computer Science literature by the
seminal work of Pnueli [18] to reason about concurrent
computer programs [15]. Since then, many different temporal
logics have been considered, especially for model check-
ing purposes [9]. In fact, computer programs can easily
be modeled using state transitions without knowing when
these transitions actually occur. However, for several other
applications the actual time that a change occurs in the
system becomes quite important and one desires to be able to
reason about time in a quantitative way as well. Such types
of logics have been studied extensively under the name of
real-time logics, for which several decidability results are
available [4], [3], [11], [14], [17], as well as model checking
algorithms [2], [10]. In this paper, we concentrate on Metric
Temporal Logic (MTL), one of the many real-time logics.

Our previous work considered the VRP with Linear Tem-
poral Logic Specifications, which employs a non-real-time
logic LTL_x to express complex tasks in a VRP instance
[12], [13]. Indeed, LTL_x is capable of expressing several
logical and temporal constraints of the VRP, e.g., disjunctive
servicing constraints, or precedence constraints on the cus-
tomers. However, LTL_x can not be used for reasoning about
quantitative properties of time. For example, even though it
is possible to constrain the order in which two customers
are serviced in LTL_yx, it is not possible to specify the
time elapsed between the two services. To remedy this prob-
lem, we consider a strictly more expressive real-time logic,
namely MTL, and provide a different algorithm to obtain the
optimal solution for VRPs with MTL specifications.

The contributions of this paper are as follows. First,
we introduce a novel variant of VRP, the Vehicle Routing
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Problem with Metric Temporal Logic Specifications. This
new variant of VRP is a generalization of the well-known
Vehicle Routing Problem with Time Windows. In addition,
we present a novel MILP-based algorithm that solves this
problem to optimality under some assumptions. Finally, we
also present applications of VRPMTL as examples of multi-
UAV mission planning of practical sizes.

The rest of the paper is organized as follows. In Section II
a formal introduction to the Vehicle Routing Problem is pre-
sented by relating it to a MILP formulation. In Section III the
Metric Temporal Logic language is introduced with its syntax
and semantics after providing some preliminaries. Section IV
is devoted to the introduction of Vehicle Routing Problem
with Metric Temporal Logic Specifications (VRPMTL) for
which a MILP-based algorithm that solves VRPMTL in-
stances to optimality is presented in Section V. A multi-
UAV mission planning example is provided in Section VI.
The paper ends with conclusions in Section VII.

II. VEHICLE ROUTING PROBLEM

This section introduces the VRP with one of its common
MILP formulations. This formulation was studied in [24]
for UAV scheduling purposes, where loitering of UAVs as
well multiple launching or landing sites were accounted for.
The rest of this section presents the same formulation with
slightly different notation.

From a practical point of view, consider a UAV Cooper-
ative Control scenario with N targets, L launch sites, and C
landing sites, and K UAVs. Let us denote the sets of targets,
launch sites, landing sites and UAVs by AL = {Ny,...,Nn},
C= {Cl,...,Cc}, L= {L],...,LL}, and ‘](: {K[,...,K[(},
respectively. Let us also denote the set of departing nodes by
I = LU and the set of approaching nodes by 7 =AU C.

One class of the parameters of the optimization problem
is the set of times #;; defined for Vi€ I,Vj € 7, and Vk € XK.
These indicate the time it takes for UAV k to travel from a
departing node i to an approaching node j. This parameter
can also include the servicing time at node j. A second class
of parameters is the set of ¢; , k € K. This parameter is set
to indicate a relative risk per time for using UAV £ in the
mission. A final class of parameters is the set of ry, k € K,
and indicates the time that UAV k can be used in the mission
before it is out of fuel.

The optimization problem also includes the binary deci-
sion variables x;ji, defined for i € I, j € J, and k € K. Such
decision variables indicate whether or not a UAV travels from
a departing node to an approaching node. More precisely,
x;jk = 1 if UAV £k travels from node i to node j, and x;j; =0
otherwise. The formulation also has three types of continuous
variables ¢; defined for j € 7, tj; defined for j € C and k € K,
and s; defined for i € I and k € K *. The variables ¢; and
tjr indicate the time that target j is serviced and the time
that UAV k has landed on landing site j, respectively. The
variable 7 is equal to zero if UAV k does not land on landing

*For the parameters #;jx and variables #;, ¢ we make an abuse of notation
using the same variable name, and distinguishing them by the number of
indices.
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site j, but lands on another one, or if it was not launched at
all. Finally the variables s;; indicate the amount of time that
UAV £ loiters around target i after servicing it. This time can
naturally be zero. If UAV k does not service target i at all,
then this variable is meaningless.

The formulation of the problem without the temporal
constraints is as follows.

min Yjec Xiex Ciljks (D
s. t. Yiex Xjeg, j+i%ijk < 1, Vie N; (2)
YoicritnXink — Ljeg, jzn¥njk =0,  Yh e N,
Vke K;  (3)
Yier Xjenijk < 1, Vke K; 4
Yier YjeaXijk — Yien LjecXijk =0, Vke K;  (5)
ti+tiji+sic —M(1 —x;) < tj, Viel,
VieN,j#i
Vke K; (6)
t; =0, Vie L; @)
ti+tije+ s —M(L—xijx) < tjx, Vie N,
VjedC,
Vke K; (8)
tix <y, VjeC,
Vke K; (9)

where M is a big enough constant; (1) is the objective
function. Constraints (2) ensure that every target is serviced
at most once. Constraints (3) are the flow constraints ensuring
that every visited node must also be left. Constraints (4)
ensure that if a UAV is launched then it is launched from
a launch site, whereas Constraints (5) are to make sure
that each UAV that is launched lands on a landing site.
Constraints (6,7,8) are the timing related constraints. These
constraints guarantee a feasible flow of time. They also
prevent cyclic solutions and act as sub-tour elimination
constraints. Finally, constraints (9) ensure that each UAV
lands before it is out of fuel.

Notice that, by inequalities (2) and (4), not every target
has to be serviced nor every UAV has to be employed in
this formulation. Indeed, if (2) and (4) were both equalities,
then the formulation (1-9) would be the standard VRP. The
relaxation obtained by making them inequalities is a first
step to generalizing the VRP to VRPMTL. In the rest of this
paper, some other constraints are posed onto this formulation
to ensure that targets are visited while satisfying temporal
constraints posed by MTL. From now on, a solution will be
called a feasible solution of VRP if it satisfies (2-9).

III. METRIC TEMPORAL LOGIC

This section introduces the Metric Temporal Logic (MTL)
and it is developed independently from Section II. Before
going into the syntax and semantics of MTL, transition
systems and their timed executions, as timed state sequences,
will be presented. The semantics of MTL will be described
using timed state sequences at the end of this section.
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A. Preliminary Definitions

Informally speaking, atomic propositions are the indivis-
ible components of reasoning. They are indivisible in the
sense that they can not be represented by any MTL formula
of other components and for this reason they are assigned a
literal of their own. A formal definition is as follows.

Definition III.1 (Atomic Proposition) An atomic proposi-
tion p is a statement over the problem variables and param-
eters that is either True or False at a given time instance.

Atomic propositions are statements like “Target 1 is serviced
by UAV 1” which will be either True or False at any time
for any given feasible solution of VRP.

Definition IIL.2 (Transition System) A Transition system
is a tuple TS = (Q,Qo,~,ILE) where Q is a set of states,
Qo C Q is a set of initial states, ~C Q X Q is a transition
relation, T1 is a set of atomic propositions, and E: Q — 211
is a labeling function.

Every state s; € Q assigns a unique value to an atomic
proposition p € I1. A standard notation is to use s;[p] to
indicate the value that the atomic proposition p is assigned
when a state s; is active. For formal verification of computer
programs, transition systems are used as an abstract model
for the program under consideration. Similarly, in this paper,
the transition system constitutes a model for a given VRP
instance. The following example illustrates this idea.

Example IIL.3 Consider a simple VRP instance with two
targets and a single UAV. To model this VRP instance,
let us define the atomic propositions “Target 1 is ser-
viced” and “Target 2 is serviced” which we denote as
p1 and pj, respectively. In this case the set of atomic
propositions is 11 = {pi,p2}. The set of states can
be written as Q = {so,s1,52}, where we have sy[pi] =
so[p2] =False; si[p1] = True,s;[p2] =False; and s3[p1] =
False,sy[p2] = True. The set of initial states is Q =
{so}. Now the transition relation can be given as ~~>=
{(s0,51), (50,52), (51,52), (52,51), (S1,50), ($2,80) }. Finally the
labeling function can be defined as = (so) =0, F (s1) ={p1},
and F (s2) = {p2}.

In the rest of this section, let us note the following
definitions similar to the ones in [3]. An interval is any
convex subset of the real line R. The left and the right
limits of an interval I are defined as [(I) = inf,c;x and
r(I) = sup,¢;x, respectively. An interval [ is said to be left
closed if /(1) € 1, and right closed if (/) € I. Two intervals [;
and I, are said to be adjacent if the right limit of ; is equal
to the left limit of I,. Given ¢ € R>¢, the interval, which
has its left and right limits equal to # +[(I) and r(I)+¢ and
which is left closed if I is left closed and right closed if /
is right closed, is denoted as ¢+ 1. The notation I —¢ will be
used in a similar way.
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Definition III.4 (State and Interval Sequences) A  state
sequence G = (sos152...) is a possibly infinite sequence of
states with s; € Q for ¥Yi >0, so € Qo and (s;,si+1) €~
for ¥i > 0. Similarly an interval sequence x = (Iy,I1,h) is
a possibly infinite sequence of intervals which satisfy the
following

o Iy is left closed and I(I) = 0;

e for all i >0, the intervals I; and I;y| are adjacent;

o every time t € R>q belongs to an interval in K.

Definition IIL.5 (Timed State Sequence) A timed state se-
quence ® = (G,X) is a pair consisting of a state sequence G
and an interval sequence X.

Informally, a timed state sequence indicates the time interval
during which a state of the transition system has been active,
i.e., the state s; has been active in the interval I; for Vi. The
function s(f) : R>9 — Q will denote the state that is active
at a given time f, i.e., s(¢) =s; if and only if 7 € I,.

In the transition system model of a VRP instance, any fea-
sible solution can be associated with a timed state sequence.

Example II1.6 Let TS be the transition system model of the
VRP instance given in Example I11.3. Consider the feasible
solution in which UAV 1 launches at time t = 0, services
targets 1 and 2 at times t = 1.5 and t = 2.5 respectively. Then
the corresponding timed state sequence will be ® = (G,K)
where ¢ = (s15253) and ¥ = (IpIi ) such that I = [0,1.5),
11 = [1.572.5) and 12 = [2.5700).

Given a timed state sequence ® = (0,K) with 6 = (sq,s2,...)
and k= (I1,b,...), which corresponds to a feasible solution
of a VRP instance, the atomic propositions take unique
values at any given time ¢ € R>¢. The value of the atomic
proposition p € IT at time ¢ € R will be denoted by s(¢)[pi].

Finally, let us introduce the following definition of a suffix
of a timed state sequence which will be used in the definition
of the semantics of MTL.

Definition ITL.7 (Suffix) Ler o = (0,K) be a timed state
sequence. For some t € I;, the suffix ® at time t is the timed
state sequence ' = (6',x') where 6’ = (s;,5i11,5i12,...) and
K= (I,'—l,li_H —t,[i+2—t,...).

B. Metric Temporal Logic: Syntax

The formulae of MTL are constructed using the atomic
propositions along with the operators of MTL, which are to
be defined shortly. Every formula of MTL is a proposition
by itself, i.e., it is either True or False at some given time
for a given feasible solution of the VRP, or equivalently for
a given timed state sequence.

MTL includes the usual operators of propositional logic
together with a set of temporal operators, which are bound
with an interval. The syntax of MTL is defined as follows:

¢ = p[=0|01 A d2|01 Urda, (10

where [ is an interval, p € I1 is an atomic proposition, ¢,
01, and ¢, are MTL formulae. — is the negation operator,
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A is the conjunction operator and T is the until operator.
Informally speaking, the formula ¢; U;¢, is true at time ¢ if
there is some time ' € r +1 for which ¢, is True and ¢;
holds to be true within the interval (¢,1').

Even though the operators above are adequate to fully
represent the MTL language, we define the following op-
erators as well to improve readability of MTL formulae.
Given the negation and conjunction operators, the operators
disjunction (V), implication (=), and equivalency (<) can
be defined as ¢1V 02 = =(—01 A—02), 01 = ¢2 = =01 V 02,
and ¢ < ¢ = (01 = ¢2) A (02 = @) respectively. Together
with these operators given the temporal operator until, the
temporal operators eventually (<), always (O;) and unless
W can be defined as O;0 = T U0, O;0 = =<0, and
o1 Wid, = —(—; Ur—0,). Informally speaking, the formula
10 is True at some time ¢ if ¢ holds to be True at some
point time in the interval ¢ + I. Similarly the formula 0O0;¢ is
True at some time ¢ if ¢ holds to be True at all points in
the interval 7+ I. Finally, the formula ¢, W;¢, holds at time
t if and only if either ¢; is True throughout the interval or
there exists a ¢ > for which ¢, is True at ¢’ and ¢, is
True during the interval [#',7]N1.

C. Metric Temporal Logic: Semantics

The formulae of MTL are interpreted over the timed state
sequences. Let ® = (0,k) be a timed state sequence, then
the semantics of MTL is given by the following recursive
definition of the satisfaction relation F.

oFp iff soFp; (11)
okE-0 iff 0K (12)
OF 0 Ady iff ©F ¢ and ©F ¢ (13)

OFE0 W iff el Fh
and V¢ € (0,1),0" E¢y. (14

A timed state sequence  is said to satisfy the formula ¢ if
and only if ®F ¢. Then, the semantics of disjunction, always
and eventually can be given as follows:

OFO VO iff oFO or ®F ¢; (15)
oF<o iff Jdre I,(Dt F o; (16)
wEO0 iff Vrelo Ed. (17)

IV. VEHICLE ROUTING PROBLEM WITH METRIC
TEMPORAL LoGiCc (VRPMTL)

A formal definition of the VRPMTL can be given as
follows:

Problem IV.1 (VRPMTL) A VRPMTL instance is a tuple
(K, N, L,C,T,c,I1,0) where K is a set of vehicles (UAVs),
AN is a set of customers (targets), L is a set of initial depots
(launch sites), C is a set of final depots (landing sites), T
is a set of parameters indicating cost (or similarly time) to
travel from one node to another for all the vehicles, c is
a cost function of the parameters in set ‘T, Il is a set of
atomic propositions and ¢ is an MTL formula defined on I1
The VRPMTL is to find a feasible solution such that
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o the timed state sequence ® corresponding to this feasi-
ble solution satisfies ¢ at the initial time, i.e., ol E 0,
o the function c is minimized.

The rest of the paper is devoted to the introduction of a
MILP-based algorithm for solving VRPMTL instances under
some assumptions on the structure of the MTL formula ¢.

V. A MILP-BASED FORMULATION OF VRPMTL
A. MILP Formulation of Atomic Propositions

Let us associate the following two variables to the evolu-
tion of an atomic proposition p: a binary variable £, and a
continuous variable t,. £, = 1 if the atomic proposition p
stays False forever; £, = 1 if p becomes True at some
point in time. Then, T, indicates the earliest time that p
switches to True, if £, = 1; it is meaningless if £, = 0.

In the rest of this section, some examples of atomic
propositions will be provided in the application domain.
Consider, for example, the atomic proposition p, which states
that “Target j is serviced by UAV k”. In this case, the
constraints on &, and T, become &, = Y ;e Xijk; Tp =1;.

Next, consider the atomic proposition p which states that
“Target j is serviced”. Notice that the parameters &, €
{0,1} and 7, € R>o can be defined using the following
linear constraints over the variables of the VRP formulation
presented in Section II: £, = ¥;c; Yhex Xijks Tp =1

Another example is the atomic proposition p, which states
that “UAV k landed on landing site j”. For this atomic propo-
sition the linear constraints turn out to be &, =Y ;c; Y iecXijis
Tp = 1Ljg-

Let us note the following final example. This time, the
atomic proposition p states that “UAV k is launched from
launch site 7, for which the constraints on &, and 7,
can be written as é,, = Y jegXijks Tp = si- Notice that this
proposition uses the loitering time at the launch site which
corresponds to the launch time of the UAV.

B. MILP Formulation of MTL Formulae

This section is devoted to the introduction of a systematic
procedure which constructs a set of linear inequalities over
the variables &), and T, for any given MTL formula ¢ in a
specific structure to be presented shortly. Given some ® =
(G,K) where 6 = (S],Sz, . ) and x = (11712,. ..), let E)p =1
and 1, <t if s(t)[p;] = True, and §, = 0 if 5(r)[p;] =False,
for Vp; € I1. Then, for any given timed state sequence ®, the
aforementioned set of linear constraints are satisfied if and
only if ®F ¢, where ¢ satisfies the following assumption.

Assumption V.1 The temporal operators of MTL are ap-
plied only to atomic propositions and their negations.

Even though this assumption seems constraining, many
interesting complex temporal specifications already satisfy
this assumption. Let us postpone this discussion until the
examples and discuss the variety of specifications that can
be represented in this way then.

The algorithm, which generates the set of MILP con-
straints from the MTL specification, runs in two phases.
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In the first phase, it eliminates all the temporal operators
from the formula, whereas in the second phase it considers
the remaining non-temporal formula to construct the MILP
constraints.

More precisely, in the first phase of the algorithm, for each
temporal operator and the propositions it binds, a set of con-
straints is generated. Noting that, by Assumption V.1, each
temporal operator is either applied to an atomic proposition
p or its negation —p, this set of constraints can be defined
considering the four cases of the binary operator until, and
two cases of the unary operators eventually and always. Let
us first consider the until operator. Let py, p> € I1 be the set of
atomic propositions with their corresponding variables &,
T, and &, , T,,, respectively. Then, p; Urp, with I = [a, D]
is satisfied at time 7 = 0 if and only if (§,, = 1,7y, <b)A
((tp, €a)V(Ep, =1,1p, <71p,)). For —pUp,, the con-
straints are  (§,, = 1,1, <b) A ((Tp, < a)V (Tp, <Tp,))-
For the cases p;Uj—py and —p; U;—p> the only constraint
is T,, > a, which is same for both since both force p, to be
False throughout the interval.

Given the interval I = [a, D], the constraints corresponding
to the formula ¢;p; are &, = 1,7, < b, whereas the ones
corresponding to the formula $;—py are T,, > a.

Considering the always operator, the constraints corre-
sponding to the formula O;p; are §,, = 1,75, < a, and the
constraints corresponding to the formula O;—~p; are T, > b.

Every constraint above is of the form a;z < b;. In the
next step, each such constraint is bound with a binary
variable y; € {0,1} which satisfies y; < 1 — ﬁ (ajz—bj);
yj> —% (ajz—bj), where M is a big enough number. Notice
that y; =1 if @jz < b; holds and y; = 0 otherwise.

In the second phase, all the temporal subformulae are
replaced with the corresponding binary variables y; in the
formula ¢, and we apply the following rules recursively to the
remaining formula ¢, composed of negations, conjunctions,
and disjunctions of y;. Initially, / =m+ 1 and then,

« for any negation of a single variable y; a slack variable

y1 €R, 0 <y; <1 is defined, which satisfies y; =1 —yj;

o for any conjunction of m single variables yi,...,y;, a
slack variable y; € R, 0 <y <1 is defined which satisfies
yi<vyj, JE{L.... 0} i 22;:1))/_(‘]_1);

« for any disjunction of m single variables yi,...,y;, a
slack variable y; € R, 0 <y <1 is defined which satisfies
WSy =y je{l,... T}

Then, at the end of each step, the variable y; is substituted
in the formula instead of variables and the operator it repre-
sents; and / is incremented by one. This recursive procedure
is continued until ¢ is becomes a single variable, as in ¢ = yy.
Finally, the following constraint is added to the formulation:
yr = 1, which states that the formula is True at the initial
time, i.e., for any feasible solution of the VRP instance the
corresponding timed state sequence satisfies @° F ¢.

VI. MULTI-UAV MISSION PLANNING APPLICATIONS

In this section we present a simple example in order
to illustrate the framework presented in the paper. Let us
consider a scenario with three UAVs, one launch site, two
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landing sites, and five targets. The spatial distribution of the
targets and the sites are shown in Figure 1. The three vehicles
Kj, K>, and K3 can travel at 15, 18, and 20 mph respectively.
The servicing time of each of the targets is 0.05 hours. When
calculating the time required to from a node to another we
consider rectilinear distances which is assumed to be a good
model for urban environments [24].

¥ (miles)

2 3
X (miles)

Fig. 1. Map of the example mission planning scenario.

The objective in this mission is to either service targets
Ni1,N4,Ns within the first 1.5 hours, or to service targets
N>, N3 within 0.7 hours. If the former option is taken, then
eventually K; must land on the landing site C,, after target
Ny is serviced, even if it does not service any of the targets.
Furthermore, target N4 can only be serviced after 0.4 from
the beginning of the mission only by the UAV K. If the
latter option is taken, servicing of the second target must
always be avoided in the first 0.6 hours. Moreover, target N3
must be serviced before target N>. To model this problem in
MTL, let us define the following atomic propositions,

e Di1.
e D2
* P3:
e D4

Target N is serviced,;
Target N, is serviced by UAV K>;
Target N3 is serviced by UAV Kj;
Target Ny is serviced by UAV Kj;

o ps: Target Ns is serviced;

e pe: UAV K| is on landing site Cy,
using which the specification can be written as

0= (Cp15P1AC0,1.5P4AC0,1.5P5

AC0,1.5P6 A O[0,0.4 P4 A (—P6) Upa)
V(007122 N (—p2) Upp,0.7P3 A Djo,0.6)7P2)

The optimal solution for the mission is shown in Figure
2. Notice that K, services the targets Ny, N>, and N3 and
K, directly flies to landing site C,, even though it does not
service any of the targets. The landing times of K| and K are
0.4334 and 0.8667 hours, and the servicing times of targets
Ns, N4, N are 0.3278, 0.4334, and 0.5945, respectively. K|
loiters around the launch site L; before starting its route
for 0.0501 hours. Notice that the solution also satisfies the
constraints that the target Ny is not serviced within the first
0.4 hours of the mission. Notice also that the optimal solution
makes UAV K loiter for a while at the launch site in order
to delay its arrival to C; and satisfy the constraint that UAV
V1 is not landed on C, before target Ny is serviced.
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Fig. 2. Optimal scheduling for MTL specification ¢

As a slightly different example let us consider a scenario
in which VRPMTL instance is the same except that the
MTL specification changed to ¢’ which differs from ¢ by
requiring that N4 can not serviced within the first 0.5 hours of
the mission instead of 0.4 hours. The corresponding optimal
solution of the mission is shown in Figure 3. Landing times
of UAVs K, and K3 are 0.7611 and 0.6, the servicing times
of the targets N> and N3 are 0.6 and 0.4, respectively. In this
solution UAV K, loiters at the launch location L; for 0.1056
hours before starting the mission.

V2
e

Fig. 3. Optimal scheduling for MTL specification ¢’

VII. CONCLUSIONS

This paper proposed a novel variant of Vehicle Routing
Problem which we have called Vehicle Routing Problem
with Metric Temporal Logic Specifications (VRPMTL) and
provided a novel MILP-based algorithm that solves the
problem to optimality. Applications to multi-UAV mission
planning have been considered in which high level complex
mission tasks were specified naturally via Metric Temporal
Logic. Our future work will cover consideration of similar
formalisms for multi-agent agent systems in a VRP setting.
We will also consider effective heuristics to solve VRPMTL
for large-scale problems.
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