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Abstract— This paper addresses the problem of estimating
the attitude and position of a rigid body when the available
measurements consist only of the relative distances between a
set of body fixed beacons and a set of Earth fixed landmarks.
The proposed solution is given in terms of a dynamical
system evolving on the Special Euclidean group SE(3), the
trajectories of which are shown to locally converge to the
actual attitude and position of the rigid body. Local asymptotic
stability of the dynamical system is proven by using a suitable
Lyapunov function, under the assumption that there is a set
of noncoplanar landmarks and beacons. Simulation results are
shown to illustrate the behaviour of the proposed estimator.

I. INTRODUCTION

The problem of estimating the attitude and the position

of a rigid body by using only relative distance measure-

ments between a set of body fixed beacons and Earth fixed

landmarks arises often in practice. Examples of applica-

tions include indoor localization systems based on wireless

networks, determination of the attitude/position of a body

underwater resorting to acoustics, and computation of the

forward kinematics of Stewart-Gough platforms [1]. In some

cases, range-only attitude and positioning systems repre-

sent an alternative, or a complement, to more expensive

and sophisticated inertial navigation systems with the clear

advantage of being robust to magnetic disturbances and

temporal drifts. Relative distance measurements are usually

obtained by measuring the time it takes an electromagnetic

or acoustic signal to travel between an emitter and a receiver

given that the speed of propagation of the signals is known.

The attitude estimation problem has attracted the attention

of the scientific community for a long time. The most usual

setup is that in which vector observations are considered

[2] [3] [4]. In some applications, vector observations can

be obtained from range observations by making the planar

waveform approximation [5] [6]. Despite the fact that the

attitude and positioning problems are strongly coupled, a

simultaneous treatment of the problem is seldom encountered

in the literature (see [7] for an example with landmark

observations, and [8] for an example using line of sight

observations).

There are two major issues that make the range-only

attitude and positioning problem quite challenging. First, the
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Fig. 1. Estimation of the attitude and position (R,p) ∈ SE(3) of a rigid
body using only relative distance measurements dij .

highly nonlinear nature of the range observations and second,

the non-Euclidean geometry of the Special Euclidean group

SE(3). The problem of simultaneous range-only attitude and

position estimation was addressed in a Maximum likelihood

framework in [9] by formulating a constrained optimization

problem on the Special Euclidean group SE(3) and resorting

to generalized intrinsic gradient and Newton algorithms. The

performance of the derived estimator is very close to the

theoretical bounds provided by the Intrinsic Variance Lower

Bound IVLB [10]. However, no convergence warranties were

given and simulations revealed the existence of local minima.

Some of the difficulties encountered may originate in the

complex structure of the maximum likelihood cost function

which contained squared roots, cross-term products, and was

not even differentiable at some points.

The present paper presents a novel approach to the range-

only attitude and positioning problem that aims at overcom-

ing some of the difficulties encountered. A modified cost

function is considered based on the square of the range

observations that exhibits good properties and helps decouple

the attitude and position estimation errors. The presented

solution is inspired by the ideas in [11] [12] [7] [4] where,

in some cases, parameter estimation and signal processing

problems are solved by resorting to special classes of dy-

namical systems, the properties of which can be analyzed

from a system theoretic point of view. It is hoped that the

dynamic formulation given here will give some insight to the

solution of more complex problems that arise when the rigid

body undergoes motion in space.

Proceedings of the
47th IEEE Conference on Decision and Control
Cancun, Mexico, Dec. 9-11, 2008

WeA13.3

978-1-4244-3124-3/08/$25.00 ©2008 IEEE 2302



Using a suitable Lyapunov candidate function based on

the range observations, and under certain conditions, local

asymptotical convergence of the position and attitude esti-

mates to the true values is proven. The conditions required

to obtain this result consist in having at least a set of

noncoplanar landmarks and placing the origin of the body

reference frame at the centroid of the beacons. In spite of

the result obtained being local, close examination of the

literature indicates that it is not trivial in that it addresses

explicitly the fact that only range measurements are available.

Furthermore, and because the problem is directly formulated

in SE(3), a non global result is expected if one draws an

analogy with control problems. In fact, the results in [13]

[14], [15] show that due to the non-Euclidean nature of

SE(3) it is not possible to render a system evolving on this

manifold globally asymptotically stable (GAS) by resorting

to continuous feedback control laws. This is only possible

when the state space is diffeomorphic to R
n, which is not the

case for SE(3). At most, one may expect to obtain an Almost

Global Asymptotic Stability (AGAS) type of result as in [7]

and show that the region of attraction is the entire state space

except for a nowhere dense set of zero measure [13] [14].

Although not proven analytically, simulation results obtained

with the estimator here proposed did not reveal the existence

of local minima and suggest that, under the noncoplanarity

conditions, the presented estimator may exhibit AGAS, a

conjecture that warrants further research.

II. PROBLEM FORMULATION

Suppose that one is interested in estimating the configura-

tion (that is, position and attitude) of a rigid body in space.

To this effect, define a Inertial reference frame {I} and a

reference frame {B} attached to the rigid body. Let p ∈ R
3

denote the position of the origin of {B} with respect to {I}
expressed in {I} and let R ∈ SO(3) denote the rotation

matrix from {B} to {I}, where

SO(3) =
{
R ∈ R

3×3 : RTR = I3, det(R) = 1
}

(1)

is the Special Orthogonal group [16]. In the above expres-

sion, I3 stands for the 3×3 identity matrix and det(·) is the

matrix determinant operator. The attitude and position of the

rigid body (R,p) can then be identified with an element of

the Special Euclidean group SE(3) = SO(3)×R
3. There is

a vast and rich literature on SE(3), also referred as the group

of rigid body motions, a smooth manifold that is not globally

diffeomorphic to R
n and that can be given the structure of

a Lie group [17] [16] [15] [18].

Let so(3) denote the set of 3×3 skew-symmetric matrices

with real entries, i.e. so(3) =
{
K ∈ R

3×3 : K + KT = 0
}

.

Define the map S : R
3 → so(3) and its inverse S−1 :

so(3) → R
3 by

S







ω1

ω2

ω3





 =




0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0


 , (2)

S−1







0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0





 =




ω1

ω2

ω3


 . (3)

Suppose the rigid body has attached a set of solidary

beacons with known positions bi ∈ R
3, i ∈ {1, . . . , p}

expressed in {B}. Let us further consider that there is a set of

fixed landmarks distributed in the ambient space with known

positions pj ∈ R
3, j ∈ {1, . . . ,m} expressed in {I} (see

Fig. 1). Suppose one measures dij , the square of the distance

between the i’th beacon and the j’th landmark, defined as

dij = ‖Rbi + p − pj‖
2. (4)

Inspired by the work in [11] [12] [7] [4], one possible

solution to the range-only attitude and positioning problem

is to use a dynamical system, or adaptive identifier, the

trajectories of which converge asymptotically to the actual

attitude and position. This paper will focus on this class

of solutions. We are now ready to formulate the problem

rigorously.

Problem statement : Consider a static rigid body with attitude

and position represented by (R,p) ∈ SE(3). Suppose one

measures the squared distances dij between a set of body-

fixed beacons with positions bi; i ∈ {1, . . . , p} expressed

in {B} and a set of Earth-fixed landmarks with positions

pj ; j ∈ {1, . . . ,m} expressed in {I} (see Fig.1). Consider

the dynamical system
{

˙̂p = v̂
˙̂
R = R̂S(ω̂)

(5)

with initial conditions (R̂(0), p̂(0)) ∈ SE(3). Compute

the functions v̂ = v̂(R̂, p̂, d11, ..., dpm) ∈ R
3 and ω̂ =

ω̂(R̂, p̂, d11, ..., dpm) ∈ R
3 such that the estimated attitude

and position (R̂(t), p̂(t)) generated by (5) converge to the

actual rigid body attitude and position (R,p) ∈ SE(3) as t
tends to infinity.

Note that the pair (R̂S(ω̂), v̂) is a valid tangent vector

of SE(3) at (R̂, p̂), which means that (5) defines a flow

on the Special Euclidean group [16] [18] [12]. Hence, ideal

integration of the system equations will produce an estimate

that evolves naturally on SE(3) without the need to chose

a particular parametrization or to resort to normalization

schemes.

Define the error rotation Re = R̂TR ∈ SO(3) and the

estimation errors
{

p̃ = p − p̂

R̃ = Re − I3 = R̂TR− I3.
(6)

Note that p̃ ∈ R
3 but, in general, R̃ /∈ SO(3). Assuming a

static rigid body (Ṙ = 0 and ṗ = 0), the error dynamics can
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be written from (5)-(6) as

{
˙̃p = −v̂
˙̃
R = −S(ω̂)R̂TR = −S(ω̂)(R̃ + I3).

(7)

An equivalent formulation of the problem statement can be

made using the error variables (R̃, p̃) as follows. Determine

v̂ and ω̂ as functions of the current estimates (R̂, p̂) and the

measurements dij such that limt→∞(R̃(t), p̃(t)) = (0, 0).

III. STATEMENT OF MAIN RESULT

Let P = [p1 . . . pm] ∈ R
3×m, and B = [b1 . . . bp] ∈

R
3×p be matrices containing the landmark and beacon coor-

dinates, respectively. Define the centering matrices

Mm = Im −
1

m
1m1T

m ∈ R
m×m, (8)

Mp = Ip −
1

p
1p1

T
p ∈ R

p×p, (9)

where 1k ∈ R
k, k ∈ {m, p} denotes a vector of ones.

The centering matrices are projection operators and satisfy

Mk = MT
k , MkMk = Mk, and Mk1k = 0. Let Pc =

PMm be a matrix containing the landmark coordinates

expressed with respect to the landmark centroid. Similarly,

define Bc = BMp as the matrix containing the centered

beacon coordinates. Further define the matrices

D :=




d11 . . . dp1

...
. . .

...

d1m . . . dpm


 ∈ R

m×p,

D̂ :=




d̂11 . . . d̂p1

...
. . .

...

d̂1m . . . d̂pm


 ∈ R

m×p (10)

containing the actual and estimated square range measure-

ments, respectively, between landmarks and beacons, i.e.,

with entries dij = ‖Rbi + p − pj‖
2 and d̂ij = ‖R̂bi +

p̂ − pj‖
2.

Assume the following assumptions hold:

Assumption 1: The body reference frame {B} has its

origin at the centroid of the beacons.

Note that if this is true, then Bc = B and B1p = Bc1p =
BMp1p = 0. This assumption is not restrictive and will help

greatly to simplify the development.

Assumption 2: There is a set of noncoplanar beacons and

landmarks.

Since three noncollinear points in R
3 always define a plane,

this is equivalent to requiring that at least four beacons and

landmarks be noncoplanar. Note that if this assumption is

satisfied then it is easy to show that matrices Pc and Bc

have full column rank.

Consider the following simple Lyapunov function candi-

date

V =
1

8
‖Mm(D − D̂)‖2

F (11)

where, given a matrix A, ‖A‖2

F = tr
(
AT A

)
is the matrix

Frobenius norm. Note that V depends only on the available

range measurements D and the estimated rigid body attitude

and position, since D̂ = D̂(R̂, p̂). This Lyapunov function

candidate has an interesting property:

Lemma 1: The function V in (11) can be decomposed in

two quadratic terms, one depending only on the actual and

estimated position and the other on the attitude estimation

error, i.e.,

V =
1

2
p̃T Θ1p̃ +

1

2
vec(R̃)T Θ2vec(R̃) (12)

where vec() is the operator that stacks the columns of a

matrix from left to right,

Θ1 = mPcP
T
c ∈ R

3×3, (13)

Θ2 = BBT ⊗ R̂T PcP
T
c R̂ ∈ R

9×9, (14)

and ⊗ denotes the Kronecker product of matrices.

Proof: see Appendix

Corollary 1: Suppose assumptions 1-2 are satisfied. Then,

V is a positive definite function of the estimation errors.

Proof: According to Lemma 1, it is enough to show

that, when 1-2 are satisfied, Θ1 and Θ2 are positive definite

matrices. If Pc,B ∈ R
3×m are full column rank, then

PcP
T
c ∈ R

3×3 and BBT ∈ R
3×3 are positive definite.

If R̂ is a rotation matrix it is nonsingular, and therefore

R̂T PcP
T
c R̂ is also positive definite. Since the Kronecker

product of two positive definite matrices is also positive

definite, the result follows.

We now state the main result of the paper:

Theorem 1: Suppose that assumptions 1-2 are fulfilled.

Consider the adaptive estimator in (5) with
{

v̂ = −KvPc(D − D̂)1p

ω̂ = −KωS
−1

(
Ψ − ΨT

)
,

(15)

where Ψ = 1

2
B(D − D̂)T PT

c R̂ ∈ R
3×3 and Kv,Kω ∈

R
3×3 are positive definite matrix gains. Then, the error

system (7) has an asymptotically stable equilibrium point

at the origin (R̃, p̃) = (0, 0).

Proof: Consider the estimation error variables (R̃, p̃)
defined in (6). The time derivative of the Lyapunov function

along the trajectories of the system can be computed as

V̇ = mp̃T PcP
T
c

˙̃p + tr
(
PT

c (
˙̂
RR̃ + R̂

˙̃
R)BBT R̃T R̂T Pc

)
.

From the error dynamics in (7),

˙̂
RR̃ + R̂

˙̃
R = R̂S(ω̂)R̃ − R̂S(ω̂)R̂TR (16)

= −R̂S(ω̂) (17)
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and

V̇ = −mp̃T PcP
T
c v̂ − tr

(
PT

c R̂S(ω̂)BBT R̃T R̂T Pc

)

= −mp̃T PcP
T
c v̂ − tr

(
S(ω̂)BBT R̃T R̂T PcP

T
c R̂

)

= −mp̃T PcP
T
c v̂ − ξT ω̂ (18)

where, according to property 1 in the appendix, ξ :=
S−1(Σ − ΣT ) ∈ R

3 and Σ = BBT R̃T R̂T PcP
T
c R̂. A

natural choice for v̂ and ω̂ is
{

v̂ = KvPcP
T
c p̃,

ω̂ = Kωξ,
(19)

where Kv and Kω are positive definite matrix gains that

make the derivative of V , computed as

V̇ = −mp̃T PcP
T
c KvPcP

T
c p̃ − ξT

Kωξ, (20)

negative semidefinite. Moreover, using Lemma 3 from the

appendix it can be shown that ξ is different from zero in a

neighborhood of R̃ = 0 and therefore V̇ is a negative definite

function in a neighborhood of the equilibrium (R̃, p̃) =
(0, 0).

It is still necessary to show that the derived estimation

laws can actually be computed using only the available

information such that (15) and (19) are equivalent. This can

be seen by using Lemma 2 in the appendix, thus concluding

the proof.

IV. SIMULATION RESULTS

Simulation results using MATLAB are presented to il-

lustrate the behaviour of the adaptive range-only attitude

and position estimator. The simulation setup is shown in

Fig. 2, where four (m = 4) Earth fixed landmarks and a

rigid body with four (p = 3) beacons were considered. The

initial attitude and position estimate (R̂(0), p̂(0)) were set

as a random rotation and a random position, respectively

as depicted in Fig. 2 and Fig. 5. The estimator differential

equations (5) were integrated until t = 10 s using the

gains Kv = Kω = γI3 with γ = 10−3. The actual and

estimated attitude and position are plotted in Fig.3. The

attitude and position estimation errors are depicted in Fig.4.

In order to plot the attitude estimation error, exponential

coordinates of the error rotation Re = R̂TR are used, i.e.,

the error rotation is parameterized by vector θ = [θ1 θ2 θ3]
T

where Re = exp (S(θ)). Note that this is done only for

visualization purposes and that no particular parametrization

of the Special Orthogonal group SO(3) is used elsewhere in

the paper. The residuals ǫij := |dij − d̂ij |
1/2 are shown in

Fig.6.

V. CONCLUSIONS

This paper presented a novel approach to the range-

only attitude and position estimation problem. The solution

derived is based on a dynamic estimator that defines a flow

in the Special Euclidean group SE(3). Since no particular

parametrization of the rotation matrices is used, common

problems such as singularities and normalization schemes

Beacon

Landmark

Initial estimate

Actual configuration

Fig. 2. Simulation setup. Actual and initial estimated rigid body configu-
rations together with beacon and landmark locations.
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Fig. 3. Actual and estimated position / attitude. (Top) Entries of vectors

p, and p̂. (Bottom) Entries of vectors θ and θ̂, the exponential coordinates

of R and R̂, respectively.

are avoided. Under the assumptions that there is a set

of at least 4 noncoplanar beacons and landmarks, local

asymptotic stability to the actual attitude and position was

proven. Simulations results illustrated the behaviour of the

dynamic estimator. Although the present paper considers

the 3-dimensional problem, all the derived results can be

easily applied with minor modifications to the 2 dimensional

attitude and position problem. Future work will include the

extension of the estimator derived to deal with rigid bodies

undergoing motion in space and the inclusion of bounded

disturbances in the range measurements.

APPENDIX

Lemma 2: Let D and D̂ be the matrices containing the

actual and estimated squared ranges, as defined in (10). The
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Fig. 5. Time evolution of the estimated rigid body configuration.

following equalities hold:

Mm(D − D̂) = −2PT
c p̃1T

p + 2PT
c R̂R̃B, (21)

Mm(D − D̂)1p = −2pPT
c p̃, (22)

Mm(D − D̂)Mp = −2PT
c R̂R̃B. (23)

Proof: The entries of D and D̂ have the form

dij = (Rbi + p − pj)
T (Rbi + p − pj),

d̂ij = (R̂bi + p̂ − pj)
T (R̂bi + p̂ − pj).

0 2 4 6 8 10
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15
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ls
 [

m
]

 

 

ǫij

Fig. 6. Time evolution of the square root of the absolute value of the

residuals ǫij := |dij − d̂ij |
1/2 (in meters).

Simple algebraic manipulations show that the ij entry of

D − D̂ can be written as

dij − d̂ij = (p + p̂ − 2pj + 2R̂bi)
T p̃

+ 2(p − pj)
T R̂R̃bi.

Defining the vector variables

di :=




di1

...

dim


 ∈ R

m, d̂i :=




d̂i1

...

d̂im


 ∈ R

m

yields

di − d̂i =
(
(p + p̂)1T

m − 2P
)T

p̃ + 21mp̃T R̂bi

+ 2(p1T
m − P)T R̂R̃bi.

As a consequence,

D − D̂ :=
[
d1 − d̂1 . . . dp − d̂p

]

can be written as

D − D̂ =
(
(p + p̂)1T

m − 2P
)T

p̃1T
p + 21mp̃T R̂B

+ 2(p1T
m − P)T R̂R̃B.

The result follows by using the facts that Mm1m = 0,

PMm = Pc, B1p = 0, 1T
p 1p = p, and Mp1p = 0.

Property 1: Let a ∈ R
3 and B ∈ R

3×3. Then

tr (S(a)B) = −aT b, b = S−1(B − BT ). (24)
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Proof: [Proof of Lemma 1] Using Lemma 2 and the

fact that B1p = 0 yields

V =
1

8
‖Mm(D − D̂)‖2

F

=
1

8
tr

(
Mm(D − D̂)(D − D̂)T MT

m

)

=
1

2
tr

(
mPT

c p̃p̃T Pc + PT
c R̂R̃BBT R̃T R̂T Pc

)

=
1

2
mp̃T PcP

T
c p̃ +

1

2
tr

(
PT

c R̂R̃BBT R̃T R̂T Pc

)
.

The first term is clearly a quadratic function of the position

estimation error p̃. The second term can also be shown to

be a quadratic function of the attitude estimation error. Since

for conformable matrices vec(ABC) = (CT ⊗ A)vec(B),
we have

vec(PT
c R̂R̃B) = (BT ⊗ PT

c R̂)vec(R̃). (25)

Moreover, using the identity tr
(
AAT

)
= vec(A)T vec(A)

we obtain

tr
(
PT

c R̂R̃BBT R̃T R̂T Pc

)
= tr

(
BT R̃T R̂T PcP

T
c R̂R̃B

)

= tr
(
(PT

c R̂R̃B)T PT
c R̂R̃B

)

= vec(PT
c R̂R̃B)T vec(PT

c R̂R̃B)

= vec(R̃)T (BT ⊗ PT
c R̂)T (BT ⊗ PT

c R̂)vec(R̃)

= vec(R̃)T (BBT ⊗ R̂T PcP
T
c R̂)vec(R̃)

and the result follows.

Lemma 3: Suppose that conditions 1-2 are satisfied. Then

there exist a neighborhood of R̃ = 0 in which ξ 6= 0 for all

R̃ 6= 0.

Proof: Let Re = R̂TR ∈ SO(3). Note that since

R̃ = Re − I3 we can write

Σ = BBT R̃T R̂T PcP
T
c R̂

= BBT (I3 −Re)R
T PcP

T
c RRT

e

= BBT (I3 −Re)CCTRT
e ,

where we defined C = RT Pc. Regarding R,B, and Pc

as fixed parameters, matrix Σ can be seen as a function of

the error rotation Re. Define a map φ : SO(3) → so(3) as

φ(Re) = Σ − ΣT and note that ξ = S−1(Σ − ΣT ) can be

seen as the composition map ξ = S−1 ◦ φ. Moreover, note

that ξ(Re) = 0 if and only if φ(Re) = 0. The tangent space

of SO(3) at the identity matrix I3 can be identified with the

set of skew symmetric matrices so(3). The push forward of

φ at Re = I3 is a map φ∗ : so(3) → so(3) [17]. After some

simplifications this map can be written as

φ∗(∆) = −BBT ∆CCT − CCT ∆BBT

since ∆T = −∆. With some abuse of notation we can write

the vectorized version of the push forward as vec(φ∗(∆)) =
Φvec(∆), where

Φ = −CCT ⊗ BBT − BBT ⊗ CCT .

It is easy to show that Φ ∈ R
9×9 is negative definite

and therefore invertible. Under assumptions 1-2, matrices

BBT ∈ R
3×3 and CCT ∈ R

3×3 are positive definite.

The Kronecker product of two positive definite matrices is

also positive definite, and so is the sum of two positive

definite matrices. Hence, Φ is nonsingular, and we have that

φ∗(∆) = 0 if and only if ∆ = 0. This shows that the push

forward of φ at Re = I3 is an isomorphism and therefore,

using the inverse function theorem [17, p.105], φ is a local

dipheomorphism. This implies that there is a neighborhood

Ω ⊂ SO(3) of Re = I3, such that φ(Re) 6= 0 for all

Re ∈ Ω/I3. This in turn implies that ξ(Re) 6= 0 for all

Re ∈ Ω/I3. Now since R̃ = Re − I3, the result follows.
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