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Abstract— Necessary and sufficient conditions are presented
under which a discrete-time autonomous system with outputs
is locally diffeomorphic to an output-scaled linear observable
system or an output-scaled nonlinear system in the observer
form. As a consequence of such characterizations, the non-
linear observer design problem is studied by a time-scaling
approach combined with the exact linearization technique, for
a broader class of discrete-time nonlinear systems.
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I. MOTIVATION AND DISCUSSION

In this paper, we investigate the observer design problem

for the discrete-time nonlinear system

∑

:
x(k + 1) = f(x(k))

y(k) = h(x(k))
(1.1)

where x ∈ IRn, f : IRn → IRn and h : IRn → IRm are

smooth functions, with f(0) = 0 and h(0) = 0.

The problem has been studied in the literature from

various viewpoints. One of the effective and elegant ways

has proved to be the use of the differential geometry that

provides a powerful tool for the analysis and design of

nonlinear observers. In the continuous-time case, the work

[4] gave a necessary and sufficient condition for a single-

output autonomous system to be locally diffeomorphic to

a linear observable system with output injection. Once the

system is transformed into the observer form, the nonlinear

observer problem can be solved easily by the traditional

observer design approach, as illustrated in [4], [1]. The

generalizations of [4], [1] to multi-output nonlinear systems

were carried out in [5], [10]. Recently, a time-scaling tech-

nique, together with coordinate transformation and output

injection, has been employed in [9], resulting in a solution

to the observer design problem for a larger class of single-

output autonomous systems.

For discrete-time nonlinear systems, the observer design

problem have also been studied by several researchers; see,

for instance, the papers [6], [2], [8], [7], [3], [11], [12] as

well as the references therein. Analogous results to those

obtained in [4], [5], [10] were reported, for instance, in

[6], [8]. The result in [6] was derived under the restricted

assumption that a discrete-time autonomous system is in-

vertible, or equivalently, the map f : IRn → IRn, is a local

diffeomorphism. Such a restriction was removed in [8].
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Following the work [9], in this paper we develop a

discrete counterpart of the time-scaling technique to address

the observe design problem, for a broader class of discrete-

time nonlinear systems than those considered previously in

[6], [8]. Specifically, we are interested in the following two

questions:

• Q1: When is the nonlinear system (1.1) locally dif-

feomorphic to
{

z(k + 1) = s(y(k))Az(k)
y(k) = Cz(k) ?

(1.2)

where (C,A) is observable and s : Rm → (0,+∞) is

a smooth function. (1.2) is referred as the output-scaled

linear observable form.

• Q2: When can the nonlinear system (1.1) be trans-

formed into (by a local diffeomorphism z = T (x))
{

z(k + 1) = s(y(k))(Az(k) + Φ(y(k)))
y(k) = Cz(k) ?

(1.3)

where (C,A) is observable, Φ(·) is a smooth vector

field, and s : Rm → (0,+∞) is a smooth function.

(1.3) is called the output-scaled observer form with

output injection.

The primary motivation for studying the two issues above

comes from the following observation.

Lemma 1.1: For the nonlinear system of the form (1.3),

if s(y) is bounded by a constant l > 0, then there exists a

matrix L ∈ Rn×m such that

ẑ(k + 1) = s(y(k))[Aẑ(k) + ϕ(y(k)) + L(y(k) − Cẑ(k)]
(1.4)

is a global convergent observer for (1.2), satisfying

lim
k→∞

‖z(k) − ẑ(k)‖ = 0,∀(z(0), ẑ(0)) ∈ Rn ×Rn. (1.5)

Proof. Let e(k) = z(k) − ẑ(k) be the estimate state

error. From (1.3) and (1.4), it is clear that the error dynamics

is e(k + 1) = s(y(k))(A− LC)e(k). Consequently,

e(k + 1) = (A− LC)k+1e(0)
k
∏

i=0

s(y(i))

from which it follows that

‖e(k + 1)‖ ≤ ‖A− LC‖k+1‖e(0)‖ lk+1

Since (A,C) is observable pair, one can choose L to

assign the eigenvalues of (A − LC) arbitrarily, so that

‖A − LC‖k+1 ≤ β 1
(2l)k+1 , where β > 0 is a real number.

As a consequence, ‖e(k+1)‖ ≤ β

2k+1 ‖e(0)‖. This, in turn,

yields (1.5).
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With the aid of Lemma 1.1, the observer design problem

for the nonlinear system (1.1) can be solved straightfor-

wardly. In fact, for the nonlinear system (1.1) that is diffeo-

morphic to the output-scaled linear observable form (1.2) or

the output-scaled observer form with output injection (1.3),

one can design the observer (1.4) so that the estimate error

e(k) = ẑ(k) − z(k) tends to zero as k → ∞. This, in

turn, implies that x̂ = T−1(ẑ) is an estimate state of the

nonlinear system (1.1) and x̂ eventually approaches to the

state x. In other words, the dynamic system

x̂k+1 = T−1 ◦ (AT (x̂k) + ϕ(yk) + L [yk − CT (x̂k)])

is a nonlinear observer for the discrete-time system (1.1).

In the next two sections, necessary and sufficient condi-

tions will be derived for system (1.1) to be locally equivalent

to, via a change of coordinates z = T (x), the output-

scaled linear observable system (1.2) and the output-scaled

nonlinear system with output injection (1.3), respectively.

The results of this paper can be regarded as a discrete

analogous of the ones presented in [9]. They extend the

previous work [8] and enlarge the class of nonlinear systems

under consideration, due to the introduction of the output-

scaling factor s(y). In the case when s(y) = 1, the results

of this paper recover the previous ones given in [8]

We end this section by introducing some notations to be

frequently used in the rest of the paper.

• Given a mapping f : Rn → Rn, define f0(x) = x and

f i(x) = f(f i−1(x)) = f ◦ f i−1(x), for i = 1, 2, · · ·
• Let f : Rn → Rm, g : Rm → Rp and h : Rp → Rq be

the continuous functions. Then, the composite function

h(g(f(x))) is denoted as h ◦ g ◦ f(x).
• Let T : Rn → Rn be a smooth mapping, the Jacobian

matrix of T is denoted as ∂T
∂x

= (T )∗.

• Given a real-valued function λ : Rn → R, its differ-

ential is defined as dλ = ∂λ
∂x

=
(

∂λ
∂x1

∂λ
∂x2

· · · ∂λ
∂xn

)

.

II. OUTPUT-SCALED LINEAR OBSERVABLE FORM

In this section, we focus on the question Q1 and charac-

terize a necessary and sufficient condition for the discrete-

time nonlinear system (1.1) to be locally diffeomorphic to

the output-scaled linear observable form (1.2). For simplic-

ity, we first consider the single-output case.

A. The Single-Output Case

In the case when m = 1, the following result answers

the question of when system (1.1) can be transformed into

(1.2) by a local diffeomorphism z = T (x).
Theorem 2.1: The single-output nonlinear system (1.1)

is locally equivalent to the output-scaled linear observable

form (1.2) via a change of coordinates z = T (x) if, and

only if

(i) the pair
(

∂f
∂x

|x=0,
∂h
∂x

|x=0

)

is observable;

(ii) there are real constants ai, i = 1, 2, · · · , n such that

h ◦ fn(x) =
n
∑

i=1

ai

(

n
∏

j=i

[s ◦ h ◦ f j−1(x)]
)

h ◦ f i−1(x)

for all x in a neighborhood of x = 0.

Proof. Necessity: If there exists a local diffeomorphism

z = T (x) that transforms system (1.1) into the output-

scaled linear observable form (1.2), the following relations

hold in the neighborhood of the origin.

T ◦ f ◦ T−1(z) = s(Cz)Az

h ◦ T−1(z) = Cz (2.1)

Thus, at z = x = 0,

s(0)A = (T )∗|x=0

(∂f

∂x

)

x=0
(T−1)∗|z=0

C = dh|x=0(T
−1)∗|z=0 (2.2)

Note that (A,C) is observable and s(0) 6= 0. By the

nonsingularity of the mappings T and T−1, it is concluded

from (2.2) that the pair
(

∂f
∂x

|x=0,
∂h
∂x

|x=0

)

is observable.

To prove (ii), observe that h(x) = Cz = CT (x).
Moreover, it is deduced from (2.1) that

h ◦ f(x) = (h ◦ T−1) ◦ (T ◦ f(x)) = C ◦ (s(Cz)Az)

= s(h(x))CAT (x)

h ◦ f2(x) = h ◦ f(f(x)) = s(h(f(x)))CAT (f(x))

= [s ◦ h ◦ f(x)][CAT ◦ f ◦ T−1(z)]

= [s ◦ h ◦ f(x)]CA ◦ s(h(x))Az

= [s ◦ h ◦ f(x)] · [s ◦ h(x)] · CA2T (x)

By induction, for i = 1, 2, · · · , n

h ◦ f i(x) =
(

i
∏

j=1

[s ◦ h ◦ f j−1(x)]
)

CAiT (x) (2.3)

By the observability of (A,C), there exist a1, a2, · · · , an
such that CAn =

∑n
i=1 aiCA

i−1. Hence,

h ◦ fn(x) =
(

n
∏

j=1

[s ◦ h ◦ f j−1(x)]
)

n
∑

i=1

aiCA
i−1T (x)

=
n
∑

i=1

ai

[

n
∏

j=i+1

[s ◦ h ◦ f j−1(x)]
][

i
∏

j=1

[s ◦ h ◦ f j−1(x)]
]

CAiT (x)

=
n
∑

i=1

ai

(

n
∏

j=i

[s ◦ h ◦ f j−1(x)]
)

[h ◦ f i−1(x)].

This completes the proof of necessity.

Sufficiency: Construct the change of coordinates

z =





















z1
z2
...

zi
...

zn





















=





























h(x)
h◦f(x)
s◦h(x)

...
h◦fi−1(x)

∏

i−1

j=1
s◦h◦fj−1(x)

...
h◦fn−1(x)

∏

n−1

j=1
s◦h◦fj−1(x)





























:= T (x). (2.4)
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By the condition (i) and the property of s(y) 6= 0, the Ja-

cobian matrix (∂T
∂x

)x=0 = (T )∗|x=0 is nonsingular. Hence,

z = T (x) is a local diffeomorphism.

By construction, h ◦ f i(x) ≡ zi+1

∏i
j=1 s ◦ h ◦ f j−1(x).

Moreover,

zi(k + 1) =
h ◦ f i−1(x(k + 1))

∏i−1
j=1 s ◦ h ◦ f j−1(x(k + 1))

=
zi+1(k)

∏i
j=1 s ◦ h ◦ f j−1(x(k))

∏i−1
j=1 s ◦ h ◦ f j(x(k))

= s ◦ h(x(k)) zi+1(k)

= s(y(k))zi+1(k), i = 1, · · · , n− 1 (2.5)

and

zn(k + 1) =
h ◦ fn−1(x(k + 1))

∏n−1
j=1 s ◦ h ◦ f j−1(x(k + 1))

=
h ◦ fn(x(k))

∏n−1
j=1 s ◦ h ◦ f j(x(k))

(2.6)

Using the condition (ii), it is deduced from (2.6) that

zn(k + 1) =

∑n
i=1 ai

[

∏n
j=i s ◦ h ◦ f j−1(xk)

]

h ◦ f i−1(xk)
∏n−1
j=1 s ◦ h ◦ f j(x(k))

= s ◦ h(x(k))
n
∑

i=1

ai

(

h ◦ f i−1(x(k))
∏i−1
j=1 s ◦ h ◦ f j−1(x(k))

)

= s(y(k))
n
∑

i=1

aizi(k) (2.7)

Putting (2.5) and (2.7) together, it is clear that the local

diffeomorphism z = T (x) defined by (2.4), transforms the

nonlinear system (1.1) into

z(k + 1) = s(y(k))Az(k)

y(k) = Cz(k)

where

A =















0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
a1 a2 a3 . . . an















and C = [1 0 . . . 0].

(2.8)

Obviously, (A,C) is observable.

Remark 2.1: It is not difficult to show that the condition

(i) in Theorem 2.1 (i.e., (∂f
∂x

|x=0,
∂h
∂x

|x=0) is observable) is

equivalent to the statement that for all x in the neighborhood

U of x = 0 ∈ Rn,

dim
(

span
{

dh(x), dh ◦ f(x), · · · , dh ◦ fn−1(x)
})

= n,
(2.9)

which is a discrete analogue of the condition

dim(span{dh(x), dLfh(x), · · · , dL
n−1
f h(x)}) = n

in the continuous-time case.

B. The Multi-Output Case

We now consider the nonlinear system (1.1) with m > 1,

i.e. the multi-output case.

Theorem 2.2: The multi-output nonlinear system (1.1)

is locally equivalent to the output-scaled linear observable

form (1.2) if, and only if there exist observability indices

k1 ≥ k2 ≥ · · · ≥ km ≥ 1 with
∑m
i=1 ki = n, such that for

all x in a neighborhood of x = 0,

(i) dim (span{dh1(x), . . . , dh ◦ fk1−1(x); . . . ; dhm(x),
. . . , dhm ◦ fkm−1(x)}) = n;

(ii) there exist real constants ai11, a
i
12, · · · , a

i
1k1
, · · · ,

aim1, a
i
m2, · · · , a

i
mkm

, such that for i = 1, 2, · · · ,m,

hi ◦ f
ki(x) =

m
∑

j=i

kj
∑

l=1

aijl

(

hi ◦ f
l−1(x) ·

ki−1
∏

r=l

s ◦ h ◦ fr(x)
)

+
i−1
∑

j=1

ki
∑

l=1

aijl

(

hi ◦ f
l−1(x) ·

ki−1
∏

r=l

s ◦ h ◦ fr(x)
)

+
i−1
∑

j=1

kj
∑

l=ki+1

aijl

( hi ◦ f
l−1(x)

∏kj−1
r=ki+1 s ◦ h ◦ fr(x)

)

(2.10)

Proof. Necessity: Similar to the single-input case,

system (1.1) being locally equivalent to the output-

scaled linear observable system (1.2) implies that the pair
(

∂f
∂x

|x=0,
∂h
∂x

|x=0

)

is observable. This, in view of Remark

2.1, yields the condition (i) immediately.

The Condition (ii) of Theorem 2.2 can be proven in

a manner similar to the proof of Theorem 2.1. Indeed,

it is easy to show that the relationship (2.3) still holds

in the multi-output case. By the observability of (A,C),
there exist indices k1 ≥ k2 ≥ · · · ≥ km ≥ 0 with
∑m
i=1 ki = n, such that after reordering Ci’s, {CiA

j−1 :
i = 1, 2, · · · ,m; j = 1, · · · , ki} are linearly independent and

CiA
ki ∈ span{CiA

j−1 : i = 1, 2, · · · ,m; j = 1, · · · , ki}.

Since s(y) 6= 0 and T (0) is nonsingular, (2.3) implies

that for all x in a neighborhood of x = 0 and i = 1, · · · ,m,

hi◦f
ki(x) ∈ span

{

{
(

hj ◦ f
l(x)

∏ki−1
r=l s ◦ h ◦ fr(x)

)

:

0 ≤ l ≤ kj−1, if j ≥ i; 0 ≤ l ≤ ki−1, if j ≤ i}
⋃

{
(

hj ◦ f
l(x)/

∏kj−1
r=ki

s ◦ h ◦ fr(x)
)

: j ≤ i,

kj ≥ l ≥ ki}
}

,

which leads to (2.10), i.e. the condition (ii).

Sufficiency: Consider the state transformation

zi =











zi1
z12

...

z1ki











= Ti(x) =















hi(x)
hi◦f(x)
s◦h(x)

...
hi◦f

ki−1(x)
∏

ki−1

j=1
s◦h◦fj−1(x)















z = (zT1 , · · · , z
T
m)T = (TT1 (x), · · · , TTm(x))T = T (x) (2.11)

By the observability condition (i), together with the fact

that s(y) 6= 0, it is easy to see that the Jacobian ∂T
∂x

|x=0 =
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(T )∗|x=0 is nonsingular. Therefore, the transformation z =
T (x) defined by (2.11) is a local diffeomorphism. The rest

of the proof is similar to the single-input case.

As a matter of fact, for i = 1, 2, · · · ,m and j =
1, 2, · · · , ki−1, it follows from (2.11) that

zij(k + 1) =
hi ◦ f

j−1(x(k + 1))
∏j−1
l=1 s ◦ h ◦ f l−1(x(k + 1))

=
hi ◦ f

j(x(k))
∏j−1
l=1 s ◦ h ◦ f l(x(k))

(2.12)

Observe that by construction,

hi ◦ f
j(x(k)) = zi,j+1(k)

j
∏

l=1

s ◦ h ◦ f l−1(x(k)) (2.13)

Substituting (2.13) into (2.12) yields immediately for i =
1, 2, · · · ,m, j = 1, 2, · · · , ki − 1,

zij(k + 1) = s ◦ h(x(k))zi,j+1(k) = s(y(k))zi,j+1(k) (2.14)

Finally, it is deduced from (2.11) that

ziki
(k + 1) =

hi ◦ f
ki−1(x(k + 1))

∏ki−1
l=1 s ◦ h ◦ f l−1(x(k + 1))

=
hi ◦ f

ki(x(k))
∏ki−1
l=1 s ◦ h ◦ f l(x(k))

(2.15)

Substituting (2.10) into (2.15), we have

ziki
(k + 1) = s ◦ h(x(k))

∑m
j=1

∑kj

l=1 a
i
jl

×

(

hi◦f
l−1(x(k))

∏

l−1

r=1
s◦h◦fr(x(k))

)

= s(y(k))
∑m
j=1

∑kj

l=1 a
i
jlzjl

(2.16)

Combining (2.14) and (2.10), together with y(k) =
h(x(k)) = (z11(k), z21(k), · · · , zm1(k))

T , we conclude that

the local diffeomorphism (2.11) transforms system (1.1) to

the output-scaled linear observable form (1.2) with C =
diag(C1, . . . , Cm) ∈ IRm×n and A ∈ IRn×n whose diago-

nal blocks are A1, . . . , Am, where the matrices Ai ∈ IRki×ki

and Ci ∈ IR1×ki are of the form (2.8), for i = 1, · · · ,m.

Remark 2.2: It is interesting to note that in the case when

s(y) = 1, the results of this section recover the previous

work [8].

III. OUTPUT-SCALED OBSERVER FORM WITH OUTPUT

INJECTION

In this section, we turn our attention to the question

Q2. The purpose of this section is to present a necessary

and sufficient condition under which the discrete-time au-

tonomous system (1.1) is locally equivalent, via a change of

coordinates z = T (x), to the output-scaled observer form

with output injection (1.3).

For the sake of a technical convenience and the readabil-

ity, we first investigate, as proceeded in the previous section,

the single-output case.

A. The Single-Output Case: m = 1

Given an observable pair (A,C), with C ∈ R1×n and

A ∈ Rn×n, it is well-known that after a linear change of

coordinates, the pair can always be put into the form

A =











0 . . . 0 a1

1 . . . 0 a2

...
. . .

...
...

0 . . . 1 an











and C = [0 . . . 0 1].

Let L = (a1, a2 · · · , an)
T . Then,

Ā = A− LC =











0 . . . 0 0
1 . . . 0 0
...

. . .
...

...

0 . . . 1 0











(3.1)

Accordingly, the output-scaled observer form (1.3) can be

rewritten as

z(k + 1) = s(y(k))(Az(k) + Φ(y(k)))

= s(y(k))(Āz(k) + Φ̄(y(k)))

y(k) = Cz(k)

where Φ̄(y) := Ly + Φ(y).
The discussion above suggests that without loss of gen-

erality, one can assume that the observable pair (A,C) in

(1.3) is of the form (Ā, C) given in (3.1).

Now, we are ready to present the main result of the

section. In what follows, we denote θi = h ◦ f i−1, i =
1, 2, · · ·, and Φ = (φ1, φ2, · · · , φn)

T .

Lemma 3.1: The nonlinear system (1.1) is locally dif-

feomorphic to the output-scaled observer form with output

injection (1.3) if, and only if

(i) the pair (∂f
∂x

|x=0,
∂h
∂x

|x = 0) is observable;

(ii) for all x in a neighborhood of x = 0,

θn+1(x) =
n
∑

i=1

(

φi(θi(x))
n
∏

j=i

s(θj(x))
)

(3.2)

Proof. Necessity: By assumption, there exists a local

diffeomorphism z = T (x) such that

s(Cz)Az = T ◦ f ◦ T−1(z) − s(Cz)Φ(Cz)
Cz = h ◦ T−1(z)

(3.3)

As a consequence,

s(0)A = (T )∗|x=0

(

∂f
∂x

)

x=0
(T−1)∗|z=0

−s(0)∂Φ
∂y

|y=0 C

C =
(

∂h
∂x

)

x=0
(T−1)∗|z=0

Since (A,C) is observable and s(0) 6= 0, so is the pair

(

(T )∗|x=0

(

∂f

∂x

)

x=0

(T−1)∗|z=0,

(

∂h

∂x

)

x=0

(T−1)∗|z=0

)

.

This, together with the nonsingularity of (T )∗|x=0 and

(T−1)∗|z=0, yields the condition (i).
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To prove the condition (ii), note that A and C are of the

canonical form (3.1). With this in mind, it is deduced from

(3.3) that

h(x) = h ◦ T−1(z) = Cz = zn

z1(k + 1) = s(y(k))φ1(zn(k))

z2(k + 1) = s(y(k))(z1(k) + φ2(zn(k)))

...

zn(k + 1) = s(y(k)))(zn−1(k) + φn(zn(k)))

where zi and φi are the i-th component of the vectors z =
T (x) and Φ(y), respectively.

Using the relationship above, we arrive at

zn(k) = h(x(k))

zn−1(k) =
zn(k + 1)

s(h(x(k)))
− φn(zn(k))

=
h ◦ f(x(k))

s ◦ h(x(k))
− φn(h(x(k)))

=
θ2(x(k))

s(θ1(x(k)))
− φn(θ1(x(k))

... (3.4)

z1(k) = s(y(k))(z2(k + 1) − φ2(zn(k)))

=
θn(x(k))

∏n−1
j=1 s(θj(x(k)))

− φ2(θ1(x(k)))

−
n
∑

i=3

φi(θi−1(x(k)))
∏i−2
j=1 s(θj(x(k)))

Therefore,

z1(k + 1)=s(y(k))φ1(zn(k)) = s(θ1(x(k)))φ1(θ1(x(k)))

=
θn+1(x(k))

∏n
j=2 s(θj(x(k)))

− φ2(θ2(x(k)))

−
n
∑

i=3

φi(θi(x(k)))
∏i
j=2 s(θj(x(k)))

from which it follows that

θn+1(x) =
n
∑

i=1

(

φi(θi(x))
n
∏

j=i

s(θj(x))
)

. (3.5)

This completes the proof of necessity.

Sufficiency: Suppose the conditions (i) and (ii)

hold. In view of the condition (i) and Remark 2.1,

{dθ1(x), dθ2(x), · · · , dθn(x)} are linearly independent in

the neighborhood of x = 0. Consequently, a straightforward

calculation shows that the mapping z = T (x) defined

in (3.4) is a local diffeomorphism, and transforms the

nonlinear system (1.1) into the output-scaled observer form

with output injection (1.3).

Although Lemma 3.1 has provided a characterization on

when the nonlinear system (1.1) is locally equivalent to the

output-scaled observer form (1.3), it is not easy to be used.

This is because the condition (ii) of Lemma 3.1 relies on the

information of φi(y), i = 1, · · · , n, and s(y), thus making

the application of Lemma 3.1 a non-trivial job.

In what follows, it is illustrated that in the case when

s(y) = constant = s, by using Lemma 3.1 one can obtain

a necessary and sufficient condition that depends only on

the information of the controlled plant (1.1), i.e., the vector

fields f(x) and h(x).
Proposition 3.1: The nonlinear system (1.1) is locally

diffeomorphic to the output-scaled observer form (1.3) with

a constant scaling factor if, and only if

(a) the pair (∂f
∂x

|x=0,
∂h
∂x

|x = 0) is observable;

(b) for all x in a neighborhood of x = 0, ∂
2h◦fn

◦ψ−1(q)
∂q2

is a diagonal matrix, where x = ψ−1(q) is the inverse

mapping of

q = ψ(x) =
[

h(x), h ◦ f(x), . . . , h ◦ fn−1(x)
]T
. (3.6)

Proof. Necessity: The condition (a) is obvious. More-

over, it follows from Lemma 3.1 that for all x in a

neighborhood of x = 0,

h ◦ fn(x) =
n
∑

i=1

sn−1+iφi(h ◦ f i−1(x)) (3.7)

By Remark 2.1, the inverse mapping of q = ψ(x) defined

in (3.6) exists and is locally smooth. Thus, it follows from

(3.7) and (3.6) that

h ◦ fn ◦ ψ−1(q) =
n
∑

i=1

sn−1+iφi(qi) (3.8)

This, in turn, implies that the n× n matrix
∂2h◦fn

◦ψ−1(q)
∂q2

is diagonal. Thus, the condition (b) holds.

Sufficiency: Using the condition (b), it is not difficult to

prove the existence of a set of smooth functions φi, 1 ≤
i ≤ n, satisfying (3.8). In fact, without loss of generality,

assume φi(0) = 0. Then, it is easy to check that

φi(qi) =
1

sn−1+i
h◦fn ◦ψ−1(0, . . . , 0, qi, 0, . . . , 0). (3.9)

From (3.8) and (3.6), we arrive at (3.7) immediately.

Using the smooth functions φi(1 ≤ i ≤ n) thus obtained,

one can construct a state transformation z = T (x) as

defined in (3.4), with s > 0 being a constant.

Now, a straightforward calculation shows that

∂T

∂x
|x=0 =



















∗ . . . ∗ 1
... 1/s 0

∗
.

.
.

...
...

1/sn−1 . . . 0 0



















(

∂ψ

∂x

)

x=0

.

In view of the condition (a) and Remark 2.1, it is clear

that ∂T
∂x

|x=0 is nonsingular, and hence z = T (x) defined

by (3.4) is a local diffeomorphism. Moreover, it is easy to

verify that the change of coordinates z = T (x) transforms

the nonlinear system (1.1) into the observer form (1.3) with

C = [0 · · · 0 1] and A being in the form (3.1).

47th IEEE CDC, Cancun, Mexico, Dec. 9-11, 2008 ThC10.3

5406



It is worth mentioning that to check the condition (ii),

one needs to compute the inverse map ψ−1, which may be

a tedious task.

B. The Multi-Output Case: m > 1

For the sake of a technical convenience, we assume that

A and C are in the following canonical forms when m > 1.

A=diag(A1, . . . , Am), Ai =

















0 0 . . . 0 0
1 0 . . . 0 0
...

. . .
...

...

. . .

0 0 . . . 1 0

















ki×ki

C=











c1 0
c2

. . .

0 cm











m×n

ci = [0 0 . . . 0 1]1×ki

(3.10)

with k1 ≥ k2 ≥ · · · ≥ km ≥ 1 and
∑m
i=1 ki = n.

In addition,

Φ(y) =











φ1(y)
φ2(y)

...

φm(y)











, φi(y) =











φi1(y)
φi2(y)

...

φiki
(y)











, 1 ≤ i ≤ m.

(3.11)

Similar to the single-input case, the following notations

are used: θij = hi ◦f
j−1, i = 1, 2, · · · ,m; j = 1, 2, · · · , ki

with θi0 = hi ◦ f
0 = hi.

Lemma 3.2: The multi-output nonlinear system (1.1) is

locally equivalent, via a state transformation z = T (x), to

the output-scaled observer form (1.3) with A and C being

of the form (3.10) if, and only if, for all x in a neighborhood

of x = 0,

(1) dim (span{dθij(x) : i = 1, 2, · · · ,m; j = 1, 2,
· · · , ki}) = n;

(2) There exist s : Rm → (0,+∞) and Φ : Rm → Rn

of the form (3.11), such that for i = 1, · · · ,m

θi,ki+1(x) =

ki
∑

j=1

(

φij(θ1j(x), θ2j(x), · · · , θmj(x)) ×

ki
∏

l=j

s(θ1l(x), θ2l(x), · · · , θml(x))
)

. (3.12)

This result can be shown by combining the arguments

used in the proofs of Lemma 3.1 and Theorem 2.2, and

therefore is omitted for the sake of spaces.

Remark 3.1: Notably, it is not an easy job to check the

condition (ii) of Lemma 3.2 as it is involved with s(·) and

φij(·). Nevertheless, using Lemma 3.2 as a starting point,

one can show that if the scaling factor is a constant, a

checkable condition can be derived and a result similar to

Proposition 3.1 can be established. Due to the limited space,

we left the derivation to the reader as an exercise.

IV. CONCLUSIONS

In this paper, we have investigated the question of when

a discrete-time autonomous system with outputs is locally

diffeomorphic to either an output-scaled linear observable

form or an output-scaled observer form with output injec-

tion. Necessary and sufficient conditions were derived for

the existence of a local change of coordinates, by using the

differential geometric and functional analysis techniques.

Once the local diffeomorphism is found and the nonlinear

system is transformed into either one of the observer forms,

observer design can be carried out straightforwardly. Indeed,

the conventional linear observer design approach can still

be employed, resulting in a solution to the observe design

problem for a class of discrete-time nonlinear systems.

It should be pointed out that one of the conditions

obtained in this paper, namely, the condition (2) of Lemma

3.2 is not easy to check. Although Lemma 3.2 has provided

some insights on what kind of discrete-time nonlinear

systems can be transformed into the output-scaled nonlinear

observer form, it is still not convenient for the observer de-

sign. A more friendly-user condition needs to be developed

and the class of nonlinear systems should be identified for

which the condition (ii) can be simplified or becomes easily

checkable. These topics are currently under investigations.
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