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Constrained H,, control for discrete-time LPV systems using
interpolation

Tamas Péni, Baldzs Kulcsér, Jozsef Bokor, Michel Verhaegen

Abstract— The paper proposes an interpolation based control
method as a possible solution to the constrained 7., control
of discrete-time, linear parameter varying (LPV) systems.
The control policy is constructed by interpolating among a
priori designed, unconstrained state feedback controllers. The
predefined /., performance level remains guaranteed under
hard state and input constrains. By applying invariant set
theory it is also shown that the domain of applicability of the
proposed control method is significantly larger than that can
be achieved by any, single state feedback.

I. INTRODUCTION

In recent years the constrained H ., methodology became
one of the most attractive control field to assure robustness
under state or control input constraints. Alternate and ef-
ficient solutions has only been elaborated for linear time
invariant systems [7], [1], [12], [2]. For nonlinear systems the
receding horizon control is one of the most suitable, and thus,
preferred approach [5], [8]. Unfortunately, it involves com-
plex optimization problems that have to be solved online. For
the existence of an off-line designed, static, state feedback
solution, [9] derives necessary and sufficient conditions, but
it restricts only on Euclidean norm constraints. The presented
method requires to solve nonlinear matrix inequalities, which
is computationally demanding.

Rewriting a nonlinear dynamics in linear parameter-
varying (LPV) [19] form may allow to extend Linear Time
Invariant (LTI) control techniques to the reformulated non-
linear systems. In [3], [4] the design of the model predictive
constrained H, controller is traced back to a convex opti-
mization problem involving linear matrix inequalities. Unfor-
tunately, the constraint handling is based on a conservative
estimation of the invariant set, therefore the controller can
only be applied over a small subset of states, close to the
origin.

To overcome the difficulties of the existing control meth-
ods, such as computational complexity and conservatism, in
the paper an interpolation based control structure is proposed.
The control policy is constructed by interpolating among un-
constrained, state feedback controllers so that the constraint
satisfaction and the prescribed performance level remain
guaranteed. The domain of applicability of the controller is
determined from the polyhedral disturbance invariant set of
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the closed-loop system. The disturbance invariant set is com-
puted directly from the system dynamics, which significantly
reduces the conservativeness of the solution.

The algorithms presented here are extensions of the results
published in [15], [17], [13], [14]. These papers propose
efficient methods for the invariance set computation and for
the construction of the interpolation based controller, but they
focus only on the disturbance-free case and solve an LQ-
like, constrained optimal control problem. In this paper the
LPV system is completed with additive disturbance and the
original methods are extended to the constrained H ., control
problem.

The paper is organized as follows. First, the problem
is formulated and the solution is outlined. In section III
an efficient algorithm is proposed for the computation of
the maximal d-invariant set. The interpolation based control
scheme is presented in section IV. The algorithm is tested
by a numerical simulation example of an LPV system. In the
section VI the results are summarized and the conclusions
are drawn.

II. PROBLEM FORMULATION
Let a discrete-time, linear parameter-varying (LPV) sys-
tem be given in polytopic form by
xy = A(d)x+ B1(d)w + B2(0)u
C(d)x+ Di(d)w (1
where € R"», v € R™, z € R™ and w € R™ are the
states, control input, performance output and the disturbance
signals respectively. (x4 denotes the value of = at the next

time instant). The polytopic representation of the model is
written as

z =

L
SeA, A={5=[0",...,6" |6 eR,D & =1}

[A(6), B1(0), B2(6),C(6), D1(9)] = .
L
> 6" [Ai, By, By, Cy, Dy 2)

with known matrices A;, Bo;, C;, D1;, Da; of appropriate
dimension. It is assumed that the state x and the parameter
vector ¢ are measured at each time instant. Assume w € W
and that the state and control input are subject to constraints:
z € X, u € U. The sets X,U, W are closed, convex and
contain the origin in their interior. In order to formulate the
control problem itself the notion of the disturbance invariant
(d-invariant) set has to be recalled [11].
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Definition 1. (d-invarinat set, maximal) The set S C X
is a d-invariant set generated by the stabilizing controller
u(x) if S is the d-invariance set of the closed loop system
A(6)x + B2(0)u(x) + B1(0)w, i.e. x € S implies u(x) € U
and A(d)x + Ba(0)u(z) + B1(d)w € S for all w € W.
The largest (maximal) d-invariant set is denoted by S. By
definition S C S holds for all d-invariant sets S.

The control problem can now be formulated as follows:

Problem 1. (constrained H, ) Let 0 < " be a given pre-
defined performance level. Find a stabilizing state feedback
control policy u = u(z) for system (1) so that

(i) there exists a positive definite storage function V' (z, d) :
R x R™ — R*, V(0,0) = 0 and a positive scalar
v < v* s.t. the state = and output z of the closed-
loop system x = A(§)x + Ba(0)u(z) + B1(0)w, z =
C(8)x 4+ D1(d)w satisfy the dissipation inequality

'z =7 w + V(zy, 64) < V(,0) 3)

for all possible disturbance sequence [wg,wr,...] :
oo wi w; < oo. Moreover
(ii) u(x) generates a nonempty (or practically ’large’) d-
invariant set S.
The Part (i) is the generic formulation of the the uncon-
strained H oo control problem. Satisfying (3) assures that the
induced £ norm between w and z is less than ~y (respectively
~v*). The set S defined by Part (ii) has to contain the initial
state x( for the constraint to be satisfied along the entire
future state trajectory. Therefore, S can be considered as the
region of applicability of the controller u(x). S is obviously
required to be as large as possible.

The control input u(x) is computed by interpolation
among a set of unconstrained and constant state feedback
controllers u;(z) = K,;x. The storage function is cho-
sen to be parameter independent and quadratic V(x) =
2T Pz, P > 0. The selection of the linear feedbacks may
seem to be too conservative, but they have considerable
advantages compared to nonlinear control policies. First, they
can be computed efficiently by rewriting (3) to linear matrix
inequalities [10] and solving them by convex programming
[18]. Second, there are powerful algorithms available for the
approximation of the maximal d-invariant set (see section
III) they generate.

On the other hand, a single state feedback can not provide
in general satisfactory result. There is namely a trade-off
between the performance and the region of applicability. The
controller providing low 7 has large feedback gain, thus —
due to the input constraints — generates small, or even empty,
d-invariant set.

To overcome this trade-off, the set of acceptable con-
trollers (that have v smaller than v*) is augmented with an
unacceptable one, which has ’large’ maximal d-invariant set.
Interpolation is performed then, to generate u(x) so that the
overall performance stays acceptable (smaller than than the
predefined level), while the d-invariant set generated by the
controller is much larger than the one could be achieved by
a single feedback.
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1. MAXIMAL DISTURBANCE INVARIANT SET
OF LPV SYSTEMS

As it was previously mentioned, the d-invariant sets of the
closed-loop system play a key role in the determination of the
region of applicability of the applied control policy. At the
same time the exact computation of these sets is generally a
complex problem, even if the system is linear time invariant
[11][6],[16]. For the construction of the maximal invariant
set of a polytopic system [13] provides a computationally
efficient method, but it focuses only on the disturbance free
case. Revising and extending the earlier results this section
proposes an efficient algorithm for the approximation of
the maximal d-invariant set of system (1), generated by a
parameter-independent state feedback controller u(z) = K.

The invariant set algorithm proposed by [13] is adjusted
to this problem. For this, assume that the constraints z €
X and Kz € U are expressed by one linear constraint set
Agsx < bg, where each row of [Ag,bg| corresponds to a
linear constraint of the form a”x < b. Consider now the
the sequence of sets Sy, S1, .92, ... defined as follows: Sy =
{z|Asz < bs}, St = {z € Si—1|(A(0) + B2(6)K)x +
Bi(0)w € Si—1, Yw € W,6 € A}, t > 0.If Sy is a polytope
then S; and S; C S, are polytopes as well. The following
lemma proves the convergence of the approximation towards
S.

Lemma 1. (convergence S) If the sequence of sets S
{z|Asz < bg}, Sy = {z € Si—1|(A(6) + B(O)K)z
Si_1, Yw € W, € A} is convergent' then lim; .. S; =

wim |l

Proof. (The proof is similar to the proof in [13].) It is proved
that S* = lim;_,~ S; is a d-invariant set and it contains S.
Since S; C S;—1 Vt and S* = lim S; thus the set S' = {z €
S* | (A(p) + Ba(p))x + B1(d)w € S*, Yw € W,V € A}
can not be a real subset of S*. Consequently S’ = S*, i.e.
S* is d-invariant. Suppose now S ¢ S*. This means that
there exists j s.t. S C Sj_q, but S ¢ S;. Since S is d-
invariant, for all € S (A(p) + Ba(p))x + B1(8)w € S;_1.
This implies that S C S;, which contradicts the assumption.
|

The algorithm constructing the outer approximation of the
maximal d-invariant set can be given as follows:

Algorithm 1. (Outer approximation of the maximal d-
invariant set)

1) Initialize Cpar = 0, So = {z]Ag,x < bg,}, Ag, =
As,bso =bg, t=1

2) Set M =[],m =]

3) Perform the following steps while j is not larger than
the number of rows in As, |

a) Take the jth inequality aTx < b
b) Check whether there exists x € S;_1,w € W and
s.t. (A(S) + B(6)K)x + B1(0)w ¢ Si_1. For this,

ISet convergence is defined according to [11]/Theorem 4.1, i.e. Fy — F
if for every € > O there exists ¢ s.t. ' C F} 4+ €B, where B is a unit ball.

4142



47th IEEE CDC, Cancun, Mexico, Dec. 9-11, 2008

compute for each triplet (A;, B1;,Bo;), i=1...L

max

T
A; + By K)z + Bryw] — b
weW,z€Sy_1 “ [( + 52 )$+ ! w]

C; =

(@7, wy) =

CLT[(AZ‘ + BQiK)x + Bh—w] —-b
“4)

If for any i ¢; > 0 save the inequality a(A; +
By K)x < b— aT Bywy, ie. let

'R

arg max
weW, €Sy _1

M= M _ m
o G,T(Ai + BQiK) m= b— (ZT.BM”U),?<
¢) let coax = max(Cmax, €1, ..., CL)

4) let Ag, = AEI} bs, = [bsm} and S, =

{x]As,x < bs, }.

5) [Ast, bst] = reduce(45t7bst)

6) Iif Cmax < € then let S =S, and stop, else t ==t + 1
and go to step 2

The algorithm assumes first, that the set {z | Agz < bg}
generated from the constraints is equal to a d-invariant
set. Afterwards, by going through each constraint it checks
whether there exist an 2 € .S that violates the constraint, i.e.
whether there exists an z € S and w s.t. (A(d)+B2(6)K)x+
B1(d)w ¢ S. In this case a new constraint is added to the
existing set of rules. Involving more and more constraints,
an outer approximation is given for the maximal d-invariant
set. By increasing the number of the rules, the invariant set
becomes smaller and smaller till it covers the maximal set
with the predefined precision e. Since the algorithm only
adds and never removes constraints it is worth revising
occasionally the constraint set and removing the redundant
constraints. This can be performed in a straightforward way
by linear programming. The details can be found in [13]. The
constraint set reduction is indicated in the algorithm above
by calling the reduce() function in step 5. The presented
algorithm can not construct the maximal d-invariant set
in finite steps. Therefore the procedure is completed with
a terminal condition ¢4, < €, where the variable cpax
measures the ’difference’ between two consecutive sets and
if it is acceptable small the computation stops.

IV. INTERPOLATION BASED CONTROLLER

In this section the interpolation based control structure is
presented and its main properties are derived. Suppose m
different unconstrained H., controllers have already been
designed for the system (1). Let they be given by the
following ordered pairs:

(K1771)a(KQ”YQ)a-“a(Km,'Vm) (5)

where ~; is the induced Lo gain provided by the state
feedback control v = K;x. The ordering is according to
Y16, 0 <y <y < ool <1 <7 < e < o0, (Note
that the last controller can not be used in itself since the
performance it provides is worse than the acceptable level.)
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Consider now the extended system constructed from the m
closed loop dynamics formed by the m controllers:

3
| = Sl e
iy o.(0)] lap]  [Bid)/m
$,(8) = A(6) + Bo(8)K,

i}
z=1[0C(6),...,C(0)] + D1 (0)w

where £ € R™=. The upper index i denotes that the vector
is the ¢-th partition in the state vector of system X,,. The
following lemma can be easily checked:

Lemma 2. (I/O equivalence) The original (1) and
the extended Y. system are input-output equivalent,
ie. [’LZ)(),’lZ)l,...,’lf}k,l] = [wo,wl,...,wk,ﬂ =
[21,22,...,2;9} = [21,227...,Zk] lf i) = Z?il.’f?é

and u = Ef’;lKia?"’. Moreover, if u; = K;x is stabilizing,
the control policy uw = X | K;2* is stabilizing as well.

Proof. Applying the control input ug = Y " | K,z to (1)
and using zp = Y .-, ¥} and wy = Wy we get

A(50)$0 + 32(50) Z Kli‘%) + By (5)’(1)0
i=1

r, =
S ((A((SO) + By(oo) Ky + 2 w0>
i—1
= Z_;;gll
zo = C(do)zo + D1(do)wo

3
S

= C(80)ah + D1 (80)o = 2o (6)

<.
=

Repeating the computation above for time instants £ > 0
completes the proof. The stabilizing property of the inter-
polating controller follows from the stability of subsystems
A(S) + B2(0)K;. B

Lemma 2. asserts that if system (1) is controlled by

m

w=Y K’ )
i=1

then its output is equal to the output of the extended system,
i.e. the input-output properties (e.g. the induced L, gain) of
the closed loop system can be determined from the behavior
of the extended system. By exploiting the equivalence, it
can be shown in the rest of the section that the partitioning
(#3,...,20%) of the initial state z can be chosen so that
the control policy (7) solves Problem 1. First, the following
lemma is proved:

Lemma 3. (L5 gain of X) The system X has finite Lo gain
m A2
F< AT
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Proof. 1t is proved that there exists a positive definite func-
tion V : R™"™* — R¥ and a positive constant 4 for system
Y s.t. the dissipation inequality

Ty — 32 wTw+ V(zL,...,27) <
V&t ..., &™) (8)
is satisfied. For this, consider the subsystems:
@' = (A(6) + Ba(0)K;)a" + Bi(9)—
2= CO)F +Dio)— ©)

which have the property 2 = Y7, 2. Since K; is a Hoo
controller, the subsystem above has £, gain +;, therefore the
inequality
()75 - LoaTo 4 V(@) < Vi) (10)
m?

holds for all w € W, with appropriate storage function V;.
Summing up the inequalities above and multiplying the result
by m the following relation is obtained

mzmj(é 5 Z’y’ ATA—l—mZV
i=1
st%W)

Consider now the following inequality defined over arbitrary
vectors v, Vs, ...

(1)

7Um

(v + .o F o) (4 o) < mEloy 4. F Ul o)

(12)
(the proof follows from the inequality 0 < X;.;(v; —

v;)T (v; — v;).) Substituting v; = 2% into (12) the following
lower bound can be calculated for (11):

575 — Z% ATA+mZV

m m 2 m
2T i Vi AT ~1
< -y Vi
m;(z) 3 ;mw erm; (&%)
<my Vi(i') (13)
i=1
Note that (13) is the same as (8) with 4% = 7" | j—j and
V(E..., 2™ =mY i, Vi(@). m
Remark. 1. The performance value /> \", nj is only an

upper bound in general for the real L5 gain. A better approx-
imation can be found by setting V() = #7 P, substituting
the system dynamics X into (8) and rewriting the inequality
obtained into an equivalent linear matrix inequality, which is
then solved for variables P and 4 by convex programming.

Remark. 2. Tt can be easily checked that the number m of
the controllers and the controllers themselves in (5) can be

chosen so that 4 = \/Zz 1 A” < ~* holds even if ~,,, > ~v*.
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This means that a set of "proper’ controllers (having Lo gain
< ~*) can be completed with an ’auxiliary’ controller, which
does not satisfy the performance specification.

By Lemma 3. we have proved that the control policy (7)
solves Part (i) of Problem 1. To satisfy Part (ii) a nonempty
d-invariant set has to be computed for the controlled closed
loop system

$+ = $+BQ +B1

VL

s = Ot Do) (14)

The following lemma helps.

Lemma 4. (d-invariance under interpolation) Let S be
the maximal d-invariant set of the extended system Y, satis-
fying the following constraints

M,z e X IM,KieU (15a)
feX @ Ki#teU (15b)
for all &= [3',...,4™ € §, 2% € R"=
where
I, = [ln,xn. In, xn,] € RM=XMne
I, = [ln,xn, In,xn,| € R
K = diag(Ky,...,Kp). (16)

Then the set S = {x € R" |z = I,&, & € g} is a d-
invariant set of the closed loop system (14).

Proof. By the construction of the interpolating controller
(7) the relation z; = I, 2, holds between the trajectories
of the extended and the controlled system (14), (provided
that zop = > .-, @"). Moreover, by definition > ;" &} =
I1, K Z. Therefore, if the trajectory of the extended system
satisfies (15a), the corresponding trajectory of the controlled
system (14) satisfies the original constraints x € X, u € U.
Furthermore, by the construction of S the trajectory x, stays

in S if #; runs inside S. Thus S is d-invariant. Constraint
(15b) is rather technical, since (15a) in itself does not define
close set over R™"=. W

To apply Lemma 4. one has to construct the maximal d-

invariant set S. This is not difficult by using Algorithm 1.
with system Y and constraints (15a), (15b). Note that these
constraints are linear, since X,U are convex. The size of
the d-invariant set .S is of course, influenced by the size of
the d-invariant sets generated by the controllers K7, ..., K,,.
It will be shown in the next section, if the ’auxiliary’ K,
controller is appropriately chosen (with ’large’ d-invariant
set) the set S becomes significantly larger than the maximal
d-invariant set generated by any single ’proper’, linear state
feedback controller.

The interpolation based control algorithm can now be
summarized as follows:

Algorithm 2. (Interpolation based control) The initial
state xq is given and the positive definite matrix P defining

the storage function f/(fcl, LA™ = TP has already
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been computed either by Lemma 3. or by Remark 1. Let the
polytopic d-invariant set S be defined by linear inequalities
(AE’ bg) Le. & €S e Azt < bs

1) Let

&y = arg min #!P#
TERMN

T
W.EL. Ag;% < bg and xog =11,z (17)

If the optimization is not feasible, i.e. xy ¢ S, our
algorithm can not give feasible solution. Thus = STOP.
2) Let k=0
3) Measure xy, 0. Perform either of the following steps:

a)

1
Vg1 = EB1(5k71)wk71
1
= E[xk — A(0k—1)m—1 — Ba(0r—1)ug—1]
2, = (A(Bk—1) + Ba(6r—1)Ki)&}_y + vp—1
(13)
b)
T = arg min T P3
#ER™Na
W.r.L. Agx < bg and xj, = 11,2
Bp = [y, 2 (19)

5) k:=k—+1, go to step 3

In step 1 the initial state #, of the extended system is
computed so that it satisfies &y € S and 37", #) = .
From the infinitely many solutions that is chosen, which
minimizes the storage function. Step 3 can be executed in
two different ways. Step a) computes simply the next state of
3. by using the measurements x, d;—1 and the previous state
Zr—1. Step b) repartitions the state z; by minimizing again
the storage function V. With the new state the dissipation
inequality remains valid, but the performance improves. If
the algorithm is applied with Step a) no on-line computation
is needed (except at time O/step 1). With step b) one achieves
better performance for the price of higher computation time.

V. NUMERICAL EXAMPLE

The system to be controlled is defined by the following
system matrices:

0.8 0.1 1.1 02 0.15
A= [0.3 1.2} A= {0.1 0.8] B = [ 1 }
0.1 0.2
=[] 2= 13
C, =106 03] C,=1[0.7 03]

Dy, =—03, Dy, =03 (20)

ThTA11.3
Let the polytopes X, U, W be given as follows
+1 0
X ={z| —b0 x <5} U=[-1 1]
o 0 +1|" =" n ’
0 -1
W=[-03 0.3] 1)

The prescribed performance level is v* = 1.
Two alternate H., controllers K, and K; have been
designed independently with the following performance list:

Yap = [0.6093  2.0646] (22)

The first controller satisfies the performance requirement
Yo < ¥, while the second one does not. On the other hand,
the maximal d-invariant set associated to K} is much larger
than the set that corresponds to K.

An extended system is constructed by repeating the K,
controller 7 times, ie. K1 = Ky = ...K; = K, and
using K3 as Kg. The Lo gain computed by Lemma 3. is

v/ Zle %2 = 0.9261. The gain according to Remark 1. has
been reevaluated and obtained 4g = 0.7721(< v* = 1).

The invariant sets of interest are depicted in figure 1. The
largest set S;(= Sg) is the maximal d-invariant set generated
by controller Kj(= Kg). Su(= S;, i < 7) is contained in
Sy, as well. The d-invariant set S (the region of applicability)
of the interpolation based controller is drawn by bold line.
The set has been determined by using Lemma 4.

Furthermore, a constant K. controller has been designed
to assure approximately the same performance as the inter-
polating controller 7. = 0.7763 over the largest possible
domain. K. gives a maximal domain of applicability (S..)
that can be achieved by a single constrained H., controller.
The set S is much larger than the set S..

After constructing the invariant sets the simulation is
started at 9 = [—4.3 ; 3]. The parameter &' is given as
a signal with an amplitude 0.5 and a time period 60, shifted
between 0 and 1. 62 = 1 — §'. The control input, system
output and the trajectory can be seen in figures 1 and 2.
(Algorithm 2. was used with step 3/b.)

Other methods using conservative approximations for the
invariant sets can not exploit, in general, the entire control
input range U. They prescribe much less control input than
that is allowed by the constraints. In contrast, our algorithm
operates on the entire domain, e.g. at time 0 it prescribes a
control input close to 1 (ug = 0.93).

VI. CONCLUSION

A novel constrained H, control design method has been
developed for discrete-time LPV systems. The method is
based on interpolating among appropriately chosen, uncon-
strained, linear feedback controllers. It was shown that the
domain of applicability of the new controller is much larger
than of any single state feedback.

It was also shown, that the proposed controller is less con-
servative in constraint handling compared to other methods
using approximation of the level sets of the storage function.
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Fig. 1. The maximal d-invariant sets generated by the controllers
K, Ky, K. and the region of applicability S of the interpolating controller.

The applicability of the method is tested and demonstrated
on numerical examples. In contrast to other nonlinear or
LPV-MPC based approaches, the presented method does not
necessarily require on-line optimization, therefore it can be
used in real-time.

Although, the results are derived for constant state feed-
back controllers, part of the statements remain valid if
parameter dependent K;(p) gains are applied in the inter-
polation. In the paper the polytopic LPV system is assumed
to be perfectly known, no uncertainty is considered. Further
research has to be carry on the robustness aspects of the pro-
posed method and to extend the results for output feedback,
dynamic controllers.
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