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Abstract— There has been much recent interest in protocol
design for wireless networks based on maximizing a network
utility function. A significant advance in recent years is the
observation that a decomposition of the Lagrangian suggests
an approach where transmissions are scheduled to minimize
backpressure. However, a satisfactory Medium Access Control
(MAC) protocol that can realize such a scheduling algorithm
is notably missing, and that is the goal of this paper.

We present a candidate random access MAC protocol that ex-
tends an existing algorithm to calculate the access probabilities.
We also consider the online adaptation of access probabilities
using local information about queue lengths and active links.
In addition, we also modify the backpressure algorithm itself,
by incorporating a minimum hop bias to alleviate the inherent
problem of routing loops.

We have implemented a general purpose simulation frame-
work to study the comparative performance of network man-
agement protocols for congestion control, routing, MAC, and
their cross-layer interaction. Using this, we compare the per-
formance of our scheme with the leading schemes.

I. INTRODUCTION

In a wireless ad hoc network, nodes forward packets
in a multi-hop fashion to deliver the data to the desired
destinations. The decentralized nature of ad hoc networks
makes them suitable for applications where there exists no
centralized coordinating node and where minimal configura-
tion and quick deployment are desired. The stage for the
movement towards wireless ad hoc networks was set by
technologies such as IEEE 802.11. Currently, wireless ad hoc
protocol design follows the layered architecture of traditional
wireline networks which may be suboptimal in the realm of
wireless ad hoc networks. The complex and unpredictable
nature of the wireless medium make the management of
wireless ad hoc networks difficult, and substantially different
from that of wireline networks.

The employment of network utility maximization (NUM)
[1] provides mathematical guidance in the design of network
algorithms. In this approach, users determine a utility func-
tion, and the network is responsible to choose their rates so
that the sum of the user utilities is maximized subject to
maintaining stability of the network. In recent years NUM
has also been studied for wireless networks. A significant
insight emerging from a formulation of the NUM problem
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[2], is that the dual decomposition suggests a backpressure
scheduling and routing policy in which packets are routed
based on the queue length information of a node’s neighbors.

One major challenge for the utility of the NUM approach
is that many of the algorithms suggested by the NUM
framework require global information, and thus may not
be implementable in an actual protocol. The backpressure
policy assumes that each node has instantaneous access to
its neighbors’ queue lengths, which practically requires an
additional message passing protocol. The design of a dis-
tributed Medium Access Control (MAC) protocol is another
concern in the context of the NUM framework. The NUM
solution does suggest a scheduling policy [2]; however the
policy requires global network coordinating functions and
constitutes a difficult combinatorial problem in its own right.
The ultimate goal is, therefore, the development of a low
overhead scheduling algorithm that achieves the maximum
throughput [5]. Clearly though, a distributed scheduling
algorithm would yield inferior performance compared to the
globally optimal solution, and it is of interest to characterize
the tradeoff between the required message passing and the
reduction in network throughput.

Inspired by and following [6], we design a MAC protocol,
using random access embedded in an RTS-CTS-DATA-ACK
handshake, to maximize a utility that is a weighted sum
of logarithms of success probabilities for individual flows.
This protocol is designed to improve performance over a
pure random access mechanism by employing a four phase
handshake. Our protocol is intended to be a component of
a protocol design using the NUM framework. We conduct a
comparative performance evaluation using a general purpose
network simulation package called OPNET [7]. The aim
is to investigate the possible gains from NUM in actual
networks and to motivate the need for further research in
NUM from a practical standpoint. We also discuss issues
related to backpressure based routing [2] and propose a
hybrid backpressure policy that achieves the same theoretical
performance.

II. RELATED LITERATURE

A. Network Utility Maximization

The wireless network is assumed to serve a set S of users.
For each user s ∈ S, let fs and ds be the source and
destination nodes of flow s, respectively. Each user s ∈ S
has a utility function Us(xs) which represents the reward of
user s if the network allows it to send data at a rate xs. It
is assumed that xs is bounded in [0,Ms] and that Us(·) is
strictly concave and increasing for each s ∈ S. We say that
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a particular rate allocation ~x = [xs, s ∈ S] is feasible, if
there exists a scheduling policy that realizes that throughput
allocation. We define the capacity region Λ as the set of such
feasible rate vectors ~x.

The network utility maximization problem is
maxxs≤Ms

∑
s∈S Us(xs).

s.t. x ∈ Λ (1)

A node-centric characterization of Λ was studied in [3]. The
node-centric formulation imposes the constraint that, at every
node, the outgoing rate of a given flow must be at least as
large as the incoming flow rate, plus the rate of the flow
originating from that node. We consider the abstract network
model where N is the set of nodes and L is the set of links
such that if (i, j) ∈ L then a transmission from node i
to node j is permitted. Let ~r = [rij , (i, j) ∈ L] denote a
feasible vector of link rates at a given time instant, and let
R denote the set of all possible link rate vectors. Any rate
vector in Co(R) can be achieved by time-sharing between
the transmission rates ~r ∈ R. A rate vector ~x is in the node-
centric characterization of Λ if there exists a rate vector ~rd

associated with each destination node d, which satisfies

rd
ij ≥ 0 for all (i, j) ∈ L and for all d∑

j:(i,j)∈L rd
ij −

∑
j:(j,i)∈L rd

ji −
∑

s:fs=i,ds=d
xs ≥ 0,

for all d and all i 6= d[∑
d
rd

ij : (i, j) ∈ L
]
∈ Co(R).

(2)

This constraint set makes (1) a convex optimization problem,
which can be shown to have no duality gap [2]. By assigning
a dual variable qd

i for each i ∈ N and each destination d, to
the linear flow balance constraint in (2), the following dual
algorithm is obtained in [2]:

xs(t) = arg max
0≤xs≤Ms

[
Us(xs)− xsq

ds

fs

]
, (3)

~r(t) = arg max
~r∈R

∑
(i,j)∈L

rij max
d

(
qd
i − qd

j

)
, (4)

qd
i (t+1) =

{
qd
i (t)−ht

[ ∑
j:(i,j)∈L

rd
ij(t)−

∑
j:(j,i)∈L

rd
ji(t)−

∑
s:fs=i,ds=d

xs(t)

]}+

,

(5)
where {ht} is a sequence of positive step sizes and {x}+ :=
max{x, 0}.

The real power of the node-centric formulation is in the
subgradient update [8] of the dual objective function (5).
Suppose that each node i ∈ N has a queue Qd

i for each
destination d, then its queue lengths would evolve according
to the equation:

Qd
i (t+1) =

{
Qd

i (t)−
[ ∑

j:(i,j)∈L

rd
ij(t)−

∑
j:(j,i)∈L

rd
ji(t)−

∑
s:fs=i,ds=d

xs(t)

]}+

.

(6)
The critical observation in [2] is that this is identical to

(5) apart from the step-size parameter. Thus, the dual vari-
ables in the node-centric formulation have a direct physical
interpretation in terms of queue lengths, and can therefore
be measured locally at each node.

Equation (3) can be thought of as a congestion controller
where each source adapts its injection rate based on its
current utility as well as its own queue backlog. Note that
(3) is a local algorithm because it requires only local queue

length information at each source. Moreover, the scheduling
component of the algorithm is taken care of by (4) where
the link rates are allocated based on maximizing the sum of
the rate-weighted backlogs. This algorithm is reminiscent of
the backpressure scheduling policy [4], which is proved in
[3] to have the largest stability region:

Backpressure Policy Property: If ~x is a vector of rates in
the interior of the capacity region Λ, i.e., there exists a policy
that stabilizes the queue lengths in the network subject to
~x, then the backpressure routing policy will also stabilize
the network queues. In addition, the backpressure policy
achieves the maximum throughput among all stabilizing
policies, i.e., is throughput-optimal.

III. AN OPTIMAL DESIGN FOR A RANDOM-ACCESS MAC

We now discuss the complexity of the policy suggested
by the dual decomposition, present our network model, and
develop a theoretical framework for an optimal calculation
of the access probabilities in random-access Media Access
Control (MAC) protocols. Our results generalize and expand
the analysis in [6], to account for an exchange of RTS and
CTS packets among different nodes.

A. Protocol Design Considerations

The scheduling component (4) of the dual algorithm
described in the previous section has several drawbacks from
a practical standpoint. First, the optimization assumes global
knowledge of the system’s state, i.e., queue lengths and the
set of rate allocation vectors R. Even with this knowledge,
solving (4) at every iteration is a difficult optimization
problem. For example, consider the special case where R ⊂
{0, Rmax}|L| and is characterized by the condition that any
feasible rate vector ~r ∈ R should satisfy rij = 0 if either
rjl = Rmax for some node l such that (j, l) ∈ L, or if
rkm = Rmax for some node m such that (k,m) ∈ L and
(k, j) ∈ L. In this case, (4) is a maximum weighted inde-
pendent set problem and its distributed solution is an active
area of research [9], [10]. Thus, the challenge is to design a
distributed, low complexity scheduler that approximates (4).

To make it more tractable, our design is based on the
following choices:

1) The protocol should be compatible with the IEEE
802.11 physical layer technology. IEEE 802.11 net-
work cards employ the Carrier Sense Multiple Access
(CSMA) technique for packet transmission. This serves
to significantly reduce the complexity of the set R
because a link rate vector is feasible only if the
transmitter and receiver of any active link are the only
active nodes among their respective one hop neighbors.

2) Each node in the network uses a common transmit
power. This reduces the scheduling complexity by fa-
cilitating reservation techniques such as the RTS/CTS
mechanism in IEEE 802.11 whose operation assumes
link symmetry.

3) The transmission rates of all nodes are assumed to be
fixed at R∗ since the decomposition solution does not
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provide much insight into making link rate adaptation
tractable.

With these simplifications, the scheduling policy (4) can
be written as
~r(t) = arg max

~r∈{0,R∗}∩Γ

∑
(i,j)∈L

rij max
d

(
Qd

i (t)−Qd
j (t)

)
, (7)

where Γ represents the set of feasible transmission modes,
as shown in Figure 1. The quantity maxd

(
Qd

i (t) − Qd
j (t)

)
is called the backpressure on link (i, j).

While the backpressure algorithm (7) is an optimal policy
in terms of the stabilization of the largest set of flow rates, it
is not a desirable algorithm in actual networks. To illustrate
this, consider a network in which a node wishes to send one
bit to a node located multiple hops away. If the network
employs the backpressure policy, there is no guarantee that
the bit will ever reach its destination because, at any time,
the backlog of every node in the network will be either 0 or
1. Thus, backpressure routing has an undesirable behavior
when the network is not operating near capacity.

We therefore consider the following hybrid policy which
is similar to the Enhanced DRPC policy in [3].
Hybrid Routing Policy:

~r(t) = arg max
~r∈{0,R∗}∩Γ

∑
(i,j)∈L

wij(t), (8)

wij(t) := rij max
d

{
H(i, j; d) + α

(
Qd

i (t)−Qd
j (t)

)}
, (9)

where 0 < α < 1 and H(i, j; d) = 1, if node j lies
upon a shortest path from node i to destination d, and
equals 0 otherwise. The policy (9) provides a bias towards
routing packets to their destination. Moreover, the behavior
of this hybrid policy converges to the standard backpressure
policy when the network is highly loaded because then the
backpressure term dominates the minimum hop bias.

Thus, the goal of our distributed scheduling algorithm to
find the transmission mode (see Fig. 1) that maximizes (8) at
every time instant. Even with our simplifications, however,
solving (8) in a distributed manner is a daunting task.
Thus, following [6], we design protocols that approximate
the policy in (8) using a random access scheme. Next, we
provide a distributed algorithm for the selection of access
probabilities given the link weights defined in (9).

B. Network Model

Let N denote the set of nodes. For each node n, let Dn ⊆
N \n denote the decoding set of n, i.e., the set of nodes that
can reliably decode transmissions from n. Let In denote the
interference set of n, i.e., the set of nodes that are interfered
by transmissions from n. We assume that Dn ⊆ In, and
n ∈ In. A transmission from n to m is successful if and
only if (i) m ∈ Dn and (ii) m 6∈ Ik for any other node k
that is transmitting in the same slot. This formulation does
not consider a physical model based on signal-to-interference
plus noise ratio.

We define the link set L := {(i, j) : j ∈ Di}. We further
assume that all links are bidirectional, i.e., (i, j) ∈ L ⇐⇒
(j, i) ∈ L, or equivalently m ∈ Dn ⇐⇒ n ∈ Dm. We

Fig. 1. Transmission modes (solid lines indicate active trans-
missions, dashed lines indicate interference, and crosses indicate
collisions): (a) No parallel transmissions, (b) No simultaneous
transmission & reception, (c) Collision of transmissions to the same
node, (d) Interference caused by a transmission to another node
(hidden node problem)

make this assumption since we will study protocols based
on the exchange of RTS and CTS packets.
C. A Random Access Protocol

Let us consider the following slotted random access mech-
anism. At any time t, a node may attempt to transmit one
unit of data to a node m ∈ Dn with some probability pnm.
Let

pn :=
∑

m∈Dn

pnm, (10)

denote the probability that n transmits in the time slot.
We consider the following mechanism for packet trans-

mission, which is in the IEEE 802.11 protocol. When node
n wants to transmit a packet to a node m, it first contends for
the channel by sending a Request-To-Send (RTS) packet to
m. Upon successful receipt of the RTS, node m responds to n
by sending a Clear-To-Send (CTS) packet. Then, if the CTS
is successfully received by n, it sends the data packet (DATA)
containing the message to be delivered to m. Finally, once m
gets the DATA packet, it sends an Acknowledgment (ACK)
back to the sender n. The transmission of information from
node n to node m is successful if and only if all four packets
RTS, CTS, DATA, and ACK are delivered reliably. We use
the term four phase handshake to refer to the exchange of
these four packets (RTS, CTS, DATA, ACK).

Both the RTS and the CTS packets contain information
about the identities of the transmitter-receiver pair (n,m) and
the duration of the ensuing transmission. All nodes i ∈ Dn\n
that can decode the RTS will refrain from transmitting for the
duration of the entire four phase handshake, so as to avoid
interfering with the ongoing data transmission over the link
(n,m). Similarly, all nodes j ∈ Dm \m that can decode the
CTS are required to silence themselves for the remainder of
the four phase handshake. If, on the other hand, a node in
(In \ Dn) ∪ (Im \ Dm) wishes to send a packet, then it is
required to refrain from initiating a transmission for as long
as it senses interference, plus an additional amount of time,
called the Extended Inter-Frame Space (EIFS).

We will denote the duration of an RTS packet, measured
in slots, by cr, the duration of a CTS packet by cc, and the
duration of the DATA packet, which will be assumed to be
of fixed size, by cd. The duration of the ACK is also equal
to cc, while the duration of EIFS is equal to cr. In practice,
we have cc < cr < cd. For example, for a transmission at 1
Mbps, the duration of a slot is 9 µs, cr = 40 slots, cc = 34
slots and cd varies, but is typically greater than 200 slots.
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Fig. 2. Interference scenarios in a transmission

D. Optimization problem

We seek to extend the work in [6] to take advantage of the
four phase handshake in achieving coordination. As in [6],
we wish to determine the vector of access probabilities p :=
{pnm}(n,m)∈L, as the solution to the following optimization
problem:

maxp F (p) :=
∑

(n,m)∈L wnm logµnm

s.t. pnm ≥ 0 for all (n,m) ∈ L∑
m∈Dn

pnm ≤ 1 for all n ∈ N .
(11)

Here µnm is intended to represent the probability of a
successful transmission over the link (n,m), and wnm ≥ 0,
are arbitrary fixed weights. In fact, we only have wnm = 0
if data transmission on the link (n,m) ∈ L is not allowed,
i.e., pnm := 0. The quantity wnm logµnm models the utility
provided to link (n,m). Note that this weighted log objective
function corresponds to weighted proportional fairness for
the success probabilities µnm. The objective function of
problem (11) could incorporate the objective (8) if the
weights wnm are adapted according to (9).

In [6], RTS, CTS and ACK packets are not used, and all
nodes just contend randomly, with access probabilities pnm

for link (n,m), using their DATA packets that can then be
simply considered as one slot long. In that special case,

µnm = pnm

∏
k:m∈Ik,k 6=n

(1− pk), (12)

since a transmission is successful only if there are no other
simultaneous interfering transmissions. The optimal solution
to this special case of the optimization problem is calculated
in [6] to be

pnm =
wnm∑

(l,k)∈Sn
wlk

, for all (n,m) ∈ L, (13)

where
Sn := {(i, j) ∈ L | j ∈ In}. (14)

One issue with the approach taken in [6] is that every
data packet is always in contention with other transmissions.
Hence there is no attempt to reserve the channel using a
smaller control packet, as is done in IEEE 802.11, which is
more efficient in terms of bandwidth as opposed to gambling
with large DATA packets. In this paper, motivated by the
goal of providing better performance we employ RTS, CTS,
DATA, and ACK packets and consider the more general
problem described earlier. According to the standard IEEE
802.11, if a node wishes to send, it will randomly choose
a back-off value in the range {0, . . . , 31} (more generally
{0, . . . , 2k − 1}) and send its RTS when the appropriate

number of slots have elapsed. If the node does not receive
a CTS or ACK, then it will contend for the channel again.
Every time this occurs, it will randomly choose a back-off
time in a range that is twice as large as the one in its previous
attempt. This mechanism is called binary exponential back-
off and is an attempt to mitigate congestion if no explicit
information about the network congestion is available.

Our goal is to develop a MAC protocol which uses link
weights to calculate the access probabilities. Let pnm denote
the probability that node n attempts to send an RTS to node
m in a given slot. In a collocated network, i.e., in a network
where all nodes can communicate with one another, the
probability of a successful transmission is given by equation
(12), due to the carrier sensing mechanism of IEEE 802.11.
In general networks, µnm, the probability of a successful
transmission of an RTS packet from node n to node m, is
therefore (see also Figure 2):

µnm = pnm

∏
k∈In\n

(1− pk)
∏

l:m∈Il,l 6∈In

(1− pl)cr . (15)

The reasoning is as follows. Due to the carrier sensing
mechanism, a node will defer transmission when it senses
the channel busy. Thus, a successful transmission from node
n to node m requires that all nodes in the interference range
of node n be silent for one time slot so that n has the
opportunity to acquire the channel. This gives rise to the first
product term in (15). However, the nodes that do not belong
to In, but cause interference to the receiver m (see also
Figure 2.(b)), need to remain silent for the entire duration
of the RTS transmission, i.e., for cr time slots. Hence the
second product in (15).

The solution to (11) is given by the following theorem.
We call the random access scheme implementing the rule
(16) below as Utility Maximizing MAC (UMAC).

Theorem 1: For an arbitrary set of positive1 weights
{wnm}(n,m)∈L, the unique vector p = (pnm)(n,m)∈L attain-
ing the maximum in (11) is given by

pnm =
wnm∑

k∈Dn
wnk +

∑
(l,k)∈S(1)

n
wlk + cr

∑
(l,k)∈S(2)

n
wlk

,

(16)
where

S(1)
n := {(i, j) ∈ L | i ∈ In \ n}, (17)
S(2)

n := {(i, j) ∈ L | j ∈ In, n 6∈ Ii}. (18)

Proof: Substituting (15) into the objective function
F (p) of (11), and using (17), (18), we get

F (p) =
∑

(n,m)∈L wnm log pnm

+
∑

n∈N log(1− pn)
∑

(l,k)∈S(1)
n
wlk

+
∑

n∈N log(1− pn)
∑

(l,k)∈S(2)
n
crwlk.

(19)

Note that F (p) is a strictly concave function in p. Differ-
entiating with respect to the decision variables {pnm} and
setting the partial derivatives equal to 0 yields:

1We may assume, without loss of generality, that all weights are positive,
since we set pnm = 0 whenever wnm = 0.
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Fig. 3. Hidden node problem

∂F

∂pnm
=
wnm

pnm
−

∑
(l,k)∈S(1)

n
wlk

1− pn
−
cr
∑

(l,k)∈S(2)
n
wlk

1− pn
.

(20)
For each n ∈ N there are now two cases. If S(1)

n ∪S(2)
n 6= ∅,

(20) yields
pnm = (1− pn)

wnm∑
(l,k)∈S(1)

n
wlk + cr

∑
(l,k)∈S(2)

n
wlk

. (21)

Using (10), we obtain (16). In the case that S(1)
n ∪S(2)

n = ∅,
optimizing F (p) in (19) with respect to pnm, for m ∈ Dn,
results in the following optimization problem

max{pnm}
∑

m∈Dn
wnm log pnm

s.t. pnm ≥ 0 for all m ∈ Dn∑
m∈Dn

pnm ≤ 1.
(22)

The solution to this constrained optimization problem can be
solved using the Karush-Kuhn-Tucker (KKT) conditions:

pnm =
wnm∑

k∈Dn
wnk

, (23)

which is still consistent with (16), because in this case
S(1)

n = S(2)
n = ∅. Since F (p) is strictly concave, the global

maximizer p is unique.
Example: Consider the case of the simple hidden node

problem shown in Figure 3. The optimal access probabilities
are

p12 =
w12

w12 + crw32
, p32 =

w32

w32 + crw12
. (24)

As noted earlier, [6] considers the case cr = 1. In our case,
having cr > 1 implies smaller access probabilities, i.e., a
more conservative design for the hidden node problem. More
generally, we could consider cr as a design parameter that
can be used to tune the performance of the resulting protocol.
We will see in Section IV that our generalization is beneficial
since it increases both performance and stability.

IV. SIMULATION RESULTS

In this section, we present simulation results of our MAC
and backpressure protocols.

A. Hybrid backpressure compared to pure backpressure

We first compare the performance of the hybrid back-
pressure policy (8)-(9) with α = 0.01 against the pure
backpressure policy (7). The simulated system consists of a
random network topology with twenty nodes and two flows,
each with an average traffic injection rate of 200 Kbps. The
scheduling is implemented using a global deterministic opti-
mization algorithm to solve both (7) and (8). The throughput
performance of the hybrid policy is superior to that of the
pure backpressure policy, as depicted in Figure 4.

Fig. 4. Cumulative input flow compared against the received flow
for both backpressure schemes.

B. Utility Maximizing MAC versus IEEE 802.11

Next, we simulated the performance of UMAC, whose
access probabilities are given by equation (16), against IEEE
802.11, in the hidden node network shown in Figure 3. In the
simulation, both nodes 1 and 3 attempt to send at 300 Kbps
to node 2. Interestingly, the standard 802.11 significantly
outperformed UMAC, in terms of received throughput. It
turns out that this is an artifact of the lack of the binary
exponential back-off mechanism in our protocol.

Fig. 5. Hidden node scenario causing poor performance of UMAC.

Examining the OPNET simulation log files, the poor
performance of UMAC was due to scenarios similar to the
one shown in Figure 5, where node 3 starts sending its
RTS just before node 2 begins to send its CTS to node
1. If the SNR at node 2 is high enough, i.e., if node 3’s
transmission does not corrupt node 1’s transmission, node 2
will be able to receive node 1’s RTS, and will send the CTS
back. However, since node 3 is busy sending its RTS it cannot
hear the CTS; so it is not aware of the data session between
nodes 1 and 2. In the case of IEEE 802.11, this situation is
mitigated somewhat by the exponential back-off mechanism.
Every time node 3 does not receive a CTS in response to
its RTS, it doubles its congestion window, so there is less
of a chance that node 3 will corrupt the session between
nodes 1 and 2. With UMAC, however, node 3 recalculates
its access probabilities whenever there is data in its queue,
independent of the number of RTS attempts. This results
in a larger chance that the DATA packet will be corrupted,
as shown in Figure 5. A simple fix to UMAC is to forbid
the receiver of a RTS to send back a CTS if the channel
is sensed busy during a predefined interval after the RTS
reception, called SIFS. This allows the receiver of the RTS
to avoid a potential collision of the DATA packet. The rest
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Fig. 6. Effects of varying cr on the total network queue lengths.

of the simulations in this section use UMAC with this fix,
which we will refer to as Controlled UMAC (CUMAC).

C. Performance of CUMAC with cr versus IEEE 802.11

Next, we simulate the performance of CUMAC as the
parameter cr in (16) varies. We use the topology shown
in Fig. 3 using exogenous flows to nodes 1 and 3 with
exponentially distributed interarrival times and packet sizes.
The mean packet size is 5000 bits, while the mean interarrival
times are varied to realize several average flow rates. Fig.
6 illustrates the effect of varying cr on the network queue
lengths for an average packet interarrival time of 17 ms. This
effect was common for various other interarrival times that
were tested, too. The queue blowup for small values of cr
demonstrates the importance of Theorem 1 in choosing the
access probabilities. The performance of IEEE 802.11 under
the same network load is shown with a solid line in Figure
6. From the simulations, we observe that selecting cr in the
range [40, 80] yields similar performance to IEEE 802.11 for
several tested topologies and various flow rates.

D. Capacity regions for the hidden node topology

To illustrate the performance of the various MAC proto-
cols we plot the capacity region in Figure 7. To generate
this plot we varied the rates of nodes 1 and 3 until network
instability was detected. Note that the algorithm [6] is not an
actual protocol since each transmitter is assumed to somehow
know if its transmission was successful without receiving an
explicit acknowledgment from its receiver. So, in a sense,
comparing the performance of IEEE 802.11 and CUMAC
with the slotted MAC algorithm in [6] is unfair because both
IEEE 802.11 and CUMAC involve extra overhead for ACKs
along with the RTS/CTS signaling. Even with this idealistic
setting, however, the algorithm in [6] is significantly outper-
formed by IEEE 802.11 and CUMAC. This can be attributed
to the bandwidth savings of the RTS/CTS mechanism.

V. CONCLUSIONS AND FUTURE WORK

We have considered the design of a MAC protocol in
compliance with the node-centric formulation of the NUM
problem. We have considered a hybrid backpressure policy

Fig. 7. Capacity region of the different protocols for the network
topology in Figure 3.

(8)-(9) designed to deliver nearly the same capacity region
as the throughput optimal policy (7), but with superior
performance when the network is not operating near capacity.
Also, we have designed the CUMAC protocol which is com-
patible with the backpressure scheduling scheme. CUMAC
effectively utilizes the backpressure weights to calculate
access probabilities while simultaneously incorporating an
extension to the formulation in [6] to include the effects of
hidden nodes in a CSMA wireless network.

It is of interest to develop a message passing protocol to
provide the link weights needed for the calculation of the ac-
cess probabilities at each node, and analyze its performance.
Also of interest is the interaction between backpressure based
routing schemes and CUMAC.
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