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New electrochemical applications are being discovered in materials, medicine, and 

computers where the control of events at both molecular and macroscopic length scales is 
critical to product quality [1]. Recent advances in numerical algorithms and computer speed 
and memory have motivated investigations as to how the behavior of such systems may be 
predicted using multiscale simulation. The main objectives of this paper are to provide (1) an 
overview of the computational aspects that arise in multiscale simulation, and (2) guidelines for 
the design of multiscale simulation codes for particular applications. 

 
Different numerical methods are most effective for simulating different length scales, 

which has motivated efforts to simulate overall multi-scale systems by linking multiple 
simulation codes created at each scale. There are numerous examples where time and length 
scales are coupled in a serial fashion, where the results from one simulation code are used in 
another simulation code [e.g., 2, 3, 4]. For quasi-static problems, the quasi-continuum method 
[5] couples the atomistic and continuum scales by using a system-wide finite element mesh 
that is refined to atomic dimensions where needed. Many papers propose iterative algorithms 
to converge codes at multiple length scales to a steady-state or quasi-steady-state solution [6, 
7]. 

 
The need to simulate dynamical systems where a wide range of time and length scales 

are tightly coupled have motivated efforts to address the more challenging problem of 
concurrent multiscale simulation [8]. An approach applicable to some systems is the use of an 
effective reactivity to link atomic and continuum scales [9]. The direct numerical simulation 
approach involves running the simulation codes at each length scale simultaneously, with each 
code continually passing updated boundary conditions to the other codes [10]. This can be 
modified to run internal iterations to force convergence of the information passed between 
simulation codes [11,12], or to update the continuum codes more slowly than the atomistic 
codes, in accord with their different time scales [13]. The latter approach has been used to 
simulate the electrodeposition of copper into trenches to form interconnects in electronic 
devices (see Fig. 1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Simulation of trench in-fill by dynamically coupling (a) multiple (2+1)D KMC codes for 
simulating reactions and surface diffusion at discrete positions on the surface, (b) a 2D level 
set method for simulating the changing position of the metal-solution interface, and (c) a 2D 
finite volume code for simulating the reaction-transport equations in the fluid. The figure at the 
left shows the surface inhomogeneity computed from one of the KMC codes.  
 

Numerical analysis [14] and control theoretic methods [15, 16] have been used to 
analyze the numerical stability and accuracy of various algorithms for coupling simulation 
codes, which has motivated the design of numerical coupling algorithms that increase the 
numerical accuracy of the overall simulation results by modifying the dynamic information 
passed between simulation codes or by introducing predictor-corrector iterations. These 
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analyses provide guidelines on how to best trade off numerical accuracy with computational 
expense when coupling simulation methods to simulate a particular multi-scale system. For 
example, the direct numerical simulation approach to coupling codes, which has the lowest 
computational expense, is restricted to first-order accuracy irrespective of the accuracy of the 
individual simulation codes. In contrast, a predictor-corrector algorithm can be designed to 
achieve second-order accuracy, but with higher computational cost.  

 
Expressions for the numerical accuracy and computational expense have been derived 

for various methods for coupling individual codes to constitute an overall multiscale simulation 
code, so that an applications engineer can systematically select a coupling method suited to 
the needs for a particular application. Applications to chemical and electrochemical systems 
illustrate the various coupling methods and demonstrate their characteristics. One application 
is the simulation of the electrodeposition of copper into trenches to form interconnects in 
electronic devices. The simulation of trench in-fill involves the dynamic coupling of (a) multiple 
(2+1)D KMC codes for simulating reactions and surface diffusion at discrete positions on the 
surface, (b) a 2D level set method for simulating the changing position of the metal-solution 
interface, and (c) a 2D finite volume code for simulating the reaction-transport equations in the 
fluid. Another application involves simulation of the initiation of a corrosion pit on stainless steel 
owing to formation of a local aggressive chemical environment within a microcrevice formed 
between a sulfide inclusion and the steel [14]. The simulation involved the dynamical coupling 
of two continuum codes for (a) the microcrevice region, and (b) the 2D region outside of the 
microcrevice.  

 
The guidelines for the design of dynamically coupled multiscale simulation codes are 

illustrated through simple reaction-transport problems which demonstrate the improved 
numerical stability and accuracy obtained by: (1) using finite volume codes over finite 
difference codes for simulating continuum domains, (2) using the underlying physical chemistry 
to decide the direction of the transfer of boundary condition information between individual 
simulation codes, and (3) introducing filters between individual simulation codes. 
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