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Design of a Data-oriented 2DOF Nonlinear Controller
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Abstract— This study considers about the 2 degree-of-
freedom (2DOF) nonlinear controller. The proportional-
integral-derivative (PID) controllers have been widely used in
many process systems. There are broadly-divided two design
methods. One is a model-based controller design that tunes
PID parameters based on a system model. The other is a data-
oriented controller design that tunes these parameters by using
obtained experimental data. Model-based controller design
schemes are effective for designing a robust controller. On the
other hand, data-oriented control design scheme can design a
controller with a high regard for tracking property. In this
research, a hybrid data-oriented 2DOF nonlinear controller is
proposed. According to the scheme, a robust closed-loop control
system is first constructed by prior information of a system.
Then, a set of experimental data is obtained by the closed-
loop system, and a constructed feedforward cerebellar model
articulation controller based proportional-derivative (CMAC-
PD) compensator is learned by using the data in an offline
manner. The method can guarantee a robustness of the closed-
loop system, and the CMAC-PD compensator can absorb
nonlinearity of a system. The effectiveness of the proposed
control system is evaluated by a simulation example.

I. INTRODUCTION

The proportional-integral-derivative (PID) controller [1],
[2], [3] has been applied in many process systems, includ-
ing chemical and petroleum processes because its control
structure is simple and the meaning of the PID parameters
is clear. Controller design schemes are broadly divided into
two categories: (i) Model-based controller design that is
based on a system model of a controlled object design and
(ii) data-oriented controller designs that uses I/O data of a
closed-loop system directly for its controller design. A robust
controller design [4] has been established as one of model-
based controller design schemes. In the robust controller
design scheme, it treats a difference between a real system
and a mathematical model as an uncertainty when prior in-
formation of a system is little, and it is explicitly-considered
in a controller design. However, the robust controller design
scheme is a conservative controller design scheme in order to
guarantee a robustness of a closed-loop system, thus it sac-
rifices its tracking property to a reference signal. Especially,
it is necessary to liberally estimate a uncertainty, therefore
it strongly affects the tracking property of a closed-loop
system. On the other hand, a data-oriented controller design
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scheme typified by fictitious reference iterative tuning (FRIT)
[5], [6], [7] determines control parameters in order to adjust
a closed-loop transfer characteristic to a desired transfer
characteristic by just using experimental data. Data-oriented
controllers have attracted attention with a central focus on
industrial fields because these design methods can reduce
design costs of a system model. The data-oriented controller
design scheme can be treated as one of aggressive design
schemes with a focus on its tracking property. Therefore,
sometimes a closed-loop system might fall into unstable state
by adjusted control parameters. With all these factors, it is
considered that a model-based controller is particularly ad-
vantageous controller focusing on a stability, on the opposite
side, a data-oriented controller is advantageous when it is
required to improve the tracking property and costs.

By the way, there are few cases that a mathematical
model of a controlled object is completely unknown in
process systems such as heat processes. Moreover, in most
cases, ranges of values of the constant time, the system
gain, and time-lag of the system can be taken by some
prior information. In such a situation, designing 2 degree-
of-freedom controller (2DOF) [8] is an effective measure: a
closed-loop system is composed by a robust controller which
is designed by prior information of a system and the tracking
property is compensated by a feedforward compensator. In
addition, if a feedforward compensator becomes unstable
then the compensator can be cut off from the loop, and the
stability of the closed-loop can be guaranteed. Therefore an
aggressive design can do, and it is considered that a data-
oriented design scheme is a effective method for designing
a feedforward compensator for this reason.

In this paper, a data-oriented hybrid 2DOF nonlinear con-
troller design scheme is proposed. According to the proposed
method, a closed-loop system is first composed based on
a robust stability by using prior information of a system,
and a feedforward compensator is tuned by using closed-
loop data obtained by the closed-loop system so that the
2DOF control system can achieve a desired tracking property.
More specifically, in a nonlinear process system, it has an
assumption that some prior information (the constant time,
the system gain and the time-lag) is given, a robust PID
controller based on generalized minimum variance control
(GMVQ) is first designed. Next, a set of experimental data
is obtained by using the closed-loop system, and a nonlinear
feedforward PD compensator composed by cerebellar model
articulation controller (CMAC) is learned by using the data in
an offline manner. The CMAC-FRIT method [9] is employed
in this learning. This method can easily apply to real systems,
because it tries to improve tracking property in addition to



guarantee a robustness of the closed-loop system. Moreover,
the proposed method is effective for nonlinear systems be-
cause CMAC-PD compensator absorb system’s nonlinearity.
In this paper, the design method of the proposed control
system is first presented and the effectiveness of the proposed
controller is evaluated by a simulation.

II. ROBUST FEEDBACK CONTROLLER DESIGN

A. Design of GMV-PID controller

It is assumed that a nonlinear process system can locally
be described as the following linear system at each equilib-
rium point:

A(z"Yy(t) = 2= FFY Bz Yu(t) + %, (1)
Az =14a1z7  +agz™? 5
B(=71) = by + bz~ ' &

In (1), u(t) and y(t) represent the control input and the
system output, respectively; k is the time-lag ; and £(¢) is the
white Gaussian noise with zero mean and variance o2. Here,
27! denotes the backward operator: z 1y(t) = y(t — 1);
A is the differencing operator: A := 1 — z~!. The model
described in (1) is the so-called CARIMA (controlled auto-
regressive and integrated moving average) model that has
been frequently utilized in the process industries.

The GMVC law for (1) is derived to minimize the follow-
ing criterion:

Ji = E[¢*(t + k+1)], 3)

where ¢(t + k + 1) is the generalized output given by
following equation:

Pt +k+1) =yt +k+1)+ XAu(t) — r(%). 4)

In (4), r(t) denotes the step reference signal and A is the
weight coefficient for the differential control input Aw().
A is set considering a robustness of a closed-loop system.
Next, the following Diophantine equation is introduced:

1=AE(z"YAGE™Y) + 2~ DR, (5)
E(z ) =1+ez7! +epz (6)
F(z7Y) = fo+ fiz7! + foz7? ’

where the orders of F(z~!) and F(2~!) are determined to
calculate these coefficients uniquely from AA(z71).

From (3), (4), and (5), the GMVC law to minimize the
criterion J; can be derived by (;AS(t + k + 1]t) = 0. The
control law is described by the following equation:

1 F(z71)
e a W T G

Au(t) = (7

where,
GzY:=E(E"HB(E). (8)
As a more detail derivation of equation (7), see the article

[10].
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B. Conversion into PID control law

Next, the control parameters computed using the GMVC
are converted into PID gains. The velocity type of the PID
control law is given by the following equation:

Au(t) = Kre(t) — KpAy(t) — KpA2y(t), 9)
where e(t) expresses the following control error:
e(t) = r(t) —y(t) (10)

Kp, K1, and Kp denote the proportional gain, integral gain,
and derivative gain. By replacing the polynomial G(z~!) in
(7) by the steady-state term G(1), the following equation can
be obtained:

1 F(z™h

21 =Gy sy v

(1)

By comparing the coefficients of (9) and (11), the following
relationship between the control parameters and PID gains
can be obtained:

_ J1+2fo
Br = mamen 12
fot it /e
b= Temea 4
_ b
Ep = G+ A (14)

Using this permutation, the GMV controller is approximately
replaced by the PID controller.

C. Procedure for determining )\ based on robust stability

1) Robust stability condition: 1t is supposed that a nom-
inal frequency transfer function for a controlled object is
P(jw) and a frequency transfer function of a real process is
P(jw). Then P(jw) can be described as follows:

P(jw) = {1+ h(jw)} P(jw), (15)

where h(jw) indicates a multiplicative uncertainty. More-
over, if h,,(w) which is satisfied the following relationship
exists:

[h(jw)] < b (w), (16)

and it is supposed that a closed-loop frequency transfer
function including a controller is W (jw), it is well-known
that the following condition is a necessary and sufficient
condition for a robust stability of the control system.

W (jw) b (w) < 1. (17)

2) X\ design: A nominal plant of a controlled object is
designed as follows:
K —Ls

Gls) = 1 +Ts€

K

1

(18)



note that the second equation is a model whose time-lag
is approximated by a lst-order system. Next, the following
perturbation model for (18) is considered:

_ —Ls
Gl = T35°
K
~— (19)
(1+7s)(1+ Ls)
where, T, K , and L are defined as follows:

T(1-6) <7 <7(1+96)

K(1-0)<K<K(1+9) (20)

L(1-6) <L <L(1+96)

In (20), o expresses a perturbation rate, and it is set between
0 < 0 < 1 considering the uncertainty of the model.
In this research, A is determined from the view point of
robust stability by using following discrete-time models
corresponding to (18) and (19):

a(z"Ny(t) = 27" Bz "u(t), Q1)
a(z"hy(t) = 2 1Bz Hu(®), (22)
where,
alz) =14+arz7t +agz™? }
B="") = fo+ Bz | @)
@(z’l) =1+ dlz’l + a2z 2 }
Bz = o+ Bz | .

In addition, P(z~') and P(z~') corresponding to (15) is
defined as follows:

P(z7l) = z_lé(z_l)/a(z_l)

P(z7h) =271B(z"Y)/a(z7h) [
Applying (25) to (15), the following equation about a mul-
tiplicative uncertainty can be obtained:
P(z') — P(z"")

P(z71)

_az)B) —a(hBEY
B a(z71)p(z")
Moreover, a transfer function W (z~!) can be described as
follows:

(25)

h(z™h)

(26)

. (27)

-1 -1
—1\ z KIB(Z )
W) = Aa(z=1) + 2718z~ C(z71)’ (28)
where,
ClzY) =co+ 127 + 272, (29)
co=—(Kp+ K;+ Kp)
cn=Kp+2Kp (30)

Cy = 7KD

h(jw) in (15) and W (jw) in (17) are obtained from (27)
and (28) using the relationship z = /T, respectively. In
GMV-PID control system, the value of A affects only the
proportional gain. Therefore a robust PID control system can
be composed by designing A in order to satisfy (17).
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Fig. 2. Block diagram of fictitious reference iterative tuning (FRIT).

III. FEEDFORWARD CMAC-PD COMPENSATOR DESIGN

This section presents a design method of data-oriented
feedforward compensator by using CMAC.

A. CMAC

CMAC is a mathematical model of an information-
processing mechanism of the cerebellar cortex in humans.
The schematic diagram of a CMAC is shown in Figure 1,
and a sequence of actions of the CMAC is explained. First,
an input vector of (3,6) is given to the input space, which
is then converted into the labeled set {B,c},{F,g}, and
{J,k}. Based on these labels, a weight table of 8,9, and 3
is referenced that outputs 20 as the total. For example, if 14
is the desired output, then the difference between the output
and the teaching signal is divided by the number of weight
tables, and the value is fed back into the weight tables. That
is, learning is performed when (14 — 20)/3 is inserted back
into the weight tables as a corrective term. Therefore, when
compared, it is shown that CMAC is capable of learning
faster than a hierarchical NN. The example described above
deals with an input space of two dimensions for a simplified
illustration; however, in the CMAC-PID controller, a CMAC
with three dimensions is used, which is defined as r(t),
e(t), and Ae(t). This time, the total number of each label,
ni1,ng, and ng becomes n; X ny X ng, and the weight table
is discretized into N pieces.

B. FRIT

FRIT is a method to compute control parameters directly
using a fictitious reference signal generated by the closed-
loop data. The block diagram of the FRIT method is shown
in Figure 2. Where, ug(t) and yo(¢) express the control input
and the control output in the closed-loop data, respectively.
C(z71)/A is a controller and C(27!) expresses a PID
controller. The fictitious reference signal 7(¢) is derived as
follows:

() = C™ Mz uo(t) + yo(2). 31)

In the FRIT method, the following criterion is first defined,
and the control parameters are determined to minimize the
criterion:

1
Jo(t) = > {yo(t) — v (£)}* .
In (32), y.(t) indicates the output from a reference model
Gm(z71). The reference model G(z7!) is designed as
follows:

(32)

_z7T(1)

Gm(z71) = To) (33)
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Block diagram of 2-degree-of-freedom (2DOF) nonlinear control

where, T'(z71) is a design polynomial defined as follows:

Tz =14t27  + 1272 (34)
t1 = —2e2p
ty = e~ (35)
p=Ts/0

In (35), Ts is the sampling time. The rise time o is a
parameter related to the rise time of a control system, and it
is arbitrarily set by an operator.

C. Offline learning of Feedforward CMAC-PD compensator

A 2DOF control system using a PD compensator with
CMAC-PD tuner (CMAC-PD compensator) is composed as
shown in Fig. 3. The CMAC-PD tuner is composed as shown
in Fig. 4. Weight tables of the CMAC-PD tuner is learned by
using obtained experimental data in an offline manner. First,
the CMAC-PD tuner outputs PD gains at ¢ step depending
on 7o(t), eg(t) and Aeg(t). Where, ro(t) and eg(t) expresses
the reference signal and the controlled error at t[step] in the
closed-loop data as the follows:

N
Kps(t) = > W4,

hSt ) (36)
Kpy(t) = h; W,
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Fig. 4. Block diagram of CMAC-PD tuner.

where, W{ P.py.n 1 @ weight referenced from the h-th table
of C’MAC{p py in Fig. 4. Next, the CMAC-PD tuner
learning is performed based on the minimization of (32).
Each tuner’s learning method is given as follows:

oJ(t+1)1
new __ old __ _
WL =Weh =P akn) N
oJ(t+1) 1 (37)
new __ old __ - )
WER=Whin =" gm0 N
(h=1,...,N)
where,
aJ(t+1) 0J(t+1) dy.(t+1) OF(t)
OKp(t)  Oy.(t+1) 0F(t) OKp(t)
(33)
oJ(t+1) 0J(t+1) Oy.(t+1) 0F(t)
OKp(t)  Oy.(t+1) 0Ff(t) OKp(t)

np and np indicate learning coefficients. A learned CMAC-
PD tuner can be obtained by performing these learning
processes until minimizing the value of (32). The design
procedure of the proposed 2DOF nonlinear controller is
summarized as follows:



[2DOF nonlinear controller design algorithm]

Step 1: A robust GMV-PID controller is de-
signed based on prior information of a
controlled object.

Step 2: A control system shown in Fig.3 is first
composed and performs control in order
to get initial experimental data.

Step 3: A CMAC-PD tuner is learned based on
(37) by using experimental data.

Step 4:  Repeat Step 3 until J, becomes enough
small.
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Fig. 5. Static property of Hammerstein model.

IV. NUMERICAL EXAMPLE

In order to verify the effectiveness of the proposed method,
the method is applied to the following Hammerstein model:

y(t) =0.6y(t — 1) — 0.1y(t — 2)
F1.22(t — 1) — 0.da(t —2) + £(E) b,
x(t) = 1.5u(t) — 1.5u2(t) + 0.5u3(t)

(39)

where £(t) is white Gaussian noise with zero mean and
variance 1.0 x 1073 In addition, the sampling time T} is set
as 1.0[s] in the simulation. Fig. 5 shows the static property
of the system. At each step the reference signal is set by the
following equation:

1.0(0 < t < 50)
2.5(50 < t < 100)
0.5(100 < t < 150).

r(t) = (40)

First, a nominal plant of the system is given as the following
equation:

K
Gs)=————— 41
)= G5+ s “h
where, each parameters are set as follows:
T=1.18, K =237, L =2.48. 42)

PID parameters based on GMVC are designed as follows
considering an uncertainty of the model (41):

Kp =0.19, K; =0.184, Kp = 0.0524. (43)
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t[step]

Fig. 6. Closed-loop data using robust GMV-PID controller

TABLE I
DESIGN PARAMETERS FOR CEREBELLAR MODEL ARTICULATION
CONTROLLER (CMAC).

Number of labels nl=n2=n3=9

Number of weight tables N =6

Learning coefficients np = 1.0 x 1072
np = 1.0 x 1072

The control results obtained using the robust GMV-PID
controller is shown in Fig. 6. The result shows that the
robustness of the controller is guaranteed, and the system
output follows each reference value. However, when the
reference value is changed from r(t) = 2.5 to () = 0.5, the
result shows its tracking property degrades when the output
passes through around y(t) = 1.0 where the system gain is
smaller.

Next, the proposed CMAC-PD compensator is applied to
the closed-loop system whose PID gains are fixed previ-
ous values. The specific design parameters to compose the
CMAC-PD compensator are shown in TABLE I. A reference
model is designed as follows:

0.542321
Gz = .
(=) = T 57— 1 0.0695:2

After these settings, offline learning of the CMAC-PD tuner
is performed by using the closed-loop data. Where, the result
of Fig. 6 is employed as the closed-loop data. Moreover,
it is necessary to stop learning when the CMAC-PD tuner
has learned enough. Thus, in this simulation, the following
integrated squared error (ISE) index is defined:

(44)

N

1= ;{yo(t) — (0}, (45)
where, M is the number of data in the closed-loop data.
It is considered that the learning process has completed
sufficiently when the index is converged on a minimum
value. A transition of the ISE index of this simulation is
shown in Fig. 7. From Fig. 7, the index is converged around
200 iterations, thus a CMAC-PD tuner learned 200 iterations
is employed in this simulation.

The control result obtained using the proposed 2DOF
nonlinear controller is shown in Fig. 8. In this figure, y,(¢) is
the output from the reference model G,,, (2~ 1) corresponding
to the reference signal r(¢). Trajectories of the system input
u(t), the output from the CMAC-PD compensator wu(t),
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Fig. 8. Control result obtained using proposed 2DOF nonlinear controller.

o ]
=
4L ]
o i i
0 50 100 150
2 T T
4L ]
«
=
0 e
1 \ i
0 50 100 150
1 : :
a
T 05 g
=]
o i i
0 50 100 150
t[step]
Fig. 9. Trajectories of each controller output.

and the output of the robust GMV-PID controller up;p(t)
corresponding to Fig. 8 are shown in Fig. 9. In addition,
the trajectories of the PD gains are shown in Fig. 10.

From these results, the feedforward compensator changes its
gains in order to obtain the desired tracking property at each
equilibrium point, and a good control result can be obtained.

V. CONCLUSIONS

In this paper, the design scheme of data-oriented 2DOF
nonlinear controller is presented. According to the method, a
robust PID control system based on GMVC is first designed,
and a data-oriented PD compensator is also applied in order
to improve the tracking property of the control system.
In a previous data-oriented controller design scheme, it is
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Fig. 10. Trajectories of PD gains.

difficult to guarantee a stability of a closed-loop system
because it uses only a closed-loop data without using prior
information of a system. In this method, a stability of a
closed-loop system is first guaranteed based on the robust
stability theory. If reliability of the obtained model from
the information is low then it guarantees the stability by
liberally estimating its uncertainty. After that, the CMAC-
PD compensator learns its weight tables by using a set of
closed-loop data obtained by the closed-loop system is added
to the system. The effectiveness of the proposed method is
evaluated by a simulation.

In a future work, a design method of a performance-
driven controller will be considered; it evaluates a control
performance of the CMAC-PD compensator and determines
whether or not to break away from the control system.
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