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Abstract— PID control plays an important role in industrial
system. As known that tuning PID parameters have strong
effect on the control performance, therefore, many tuning PID
parameters schemes have appeared, such as model based design
methods which are still used in practical applications. However,
in some sophisticated systems like thermal processes and
chemical processes, experiments are required multiple times
in order to calculate control parameters. As to overcome such
problem, the data-oriented design scheme has received much
attention in the last few years. In this study, the data-oriented
PID controller design based on Generalized Predictive Control
(GPC) is proposed. According to the proposed method, control
parameters are obtained based on predictive values of system
output, and a GPC-based PID controller is given by converting
these parameters. Moreover, the control performance can be
suitably adjusted by user specified parameters.The effectiveness
of the proposed method is evaluated by a numerical example.
And the proposed method is employed in the experiment.

I. INTRODUCTION

Proportional-integral-derivative(PID)  controllers  have
been widely used in process industries for the last decades.
The major reasons for their wide acceptance in industries are
their ability to control most of the processes, well-understood
control action and ease of implementation.[1] Aside from
which, the control performance of a closed-loop system
is strongly affected by tuning PID parameters. Therefore,
deign and tuning of PID controllers have been the subject
of many researchers working in this field. Over the years,
considerable techniques have been provided for tuning of
the PID parameters. And they are generally concerned in
the system modeling which is referred as model-based
and these schemes have remained as the most widely
used schemes in industrial process control.[4] However, in
process systems, such as a thermal processes or chemical
processes, a long-period step response test is performed
which will take a tremendous amount of time to obtain a
system model. Moreover, the model is not satisfactory in
terms of accuracy, therefore the computational cost is large
so as to identify the model accurately. On the one hand,
in recent years, some techniques which compute control
parameters using only operating data have been proposed
such as Virtual Reference Feedback Tuning (VRFT) [5] and
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Fictitious Reference Iterative Tuning (FRIT) [6] and these
methods have attracted much attention as a data-oriented
control design scheme in recent years. According to these
methods, it is capable of calculating the PID parameters
directly from a set of I/O data. Moreover, these schemes are
referred to as the data-oriented development scheme.[10]
Under this circumstances, the data-oriented PID controller
design scheme based on the Generalized Minimum Variance
Control (GMVC) has been proposed, and the effectiveness
of the proposed method is evaluated by simulations and
experiments[7]. However, in the GMV-PID control system
design method, control parameters are designed based on
only the predicted value of the time-delay ahead, thus
sometimes the control system becomes unstable by an
aggressive design when the time-delay of controlled object
is large or unknown.

In this paper, a data-oriented Generalized Predictive Con-
trol GPC [8] system design method is considered. The GPC
has a multi-step prediction structure of a system output.
According to the above method, multi-step prediction can be
performed by calculating one-step ahead of predictive output
by a set of closed loop data and solving recursive formulas
based on the value. Moreover, in the proposed method, the
implicit method of the GMVC to calculate the initial value
is introduced, and as a result of which the system parameters
can be known. The stability of the control system is improved
by using a multi-step prediction value, and it is expected to
obtain more desirable control results compared to the GM V-
PID control system with large time-delay. This paper presents
the theoretical design method of the data-oriented GPC-PID
control and the effectiveness of the method is evaluated by
a simulation. The experiment is carried out to evaluate the
usefulness of the proposed method. It is capable of adjusting
the weighting factor A to obtain the satisfactory result.

II. DESIGN OF A GPC-PID CONTROL SYSTEM

A. System description

A controlled object is assumed to be described as the
following CARIMA (Controlled Auto Regressive Integrated
Moving Average) model:
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where, u(t) and y(¢) indicate the control input and the system
output respectively and &(7) is expressed as white Gaussian
noise with a mean of zero and a variance of 62. z~! denotes



the backward shift operator which implies z~'y(¢) = y(t — 1)
and A represents the difference operator given by A :=
1 —z!. Moreover, m takes into consideration the order of
polynomial B(z~') that is determined by considering the
time-delay of the system. Additionally, in the above model,
A(z7") and B(z™") are unknown.

B. Design of a generalized predictive control system

The generalized predictive control law corresponding to
the system (1) is derived based on the minimization of the
criterion (3) in the following equation.
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where, [1,N] denotes the control horizon and prediction
horizon. In addition, in (3), the target reference w(r + j) is
as follows:

wt)=wit+1)=---=w(t+]) 4)

In addition, A(j) is a control weighting sequence and can
be set by user arbitrarily. Here, in order to minimize the
expression (3), future predicted values of the system outputs
y and the control inputs Au are required. Therefore, the two
Diophantine equations are introduced.
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Combing the equation (1) with (5) gives:
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Through the equation (6) and (8), the following equation
yields:

yit+j) = RizHAu(t+j—1)+hi(t)+e(t+)) 9)
where,
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The criterion (3) of formula can be written in the vector
form.

E[{7—w} {7 —w}+a" Ad (12)
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where the vectors are all N x 1

j o= [+1),...,yt+N)" (13)
woi= [w(t+1),...,w(t+N)|T (14)
i = [Au(t),...,Au(t+N—1)]" (15)
A = diag[,...,A]" (16)

Then, the expression (9) in vector format is the prediction
formula that is j steps ahead and is described as follows:

V=Ri+h+e¢ a7
where, h and € are shown as follows,
ho= [@),... W) (18)
e = [e(t+)),...,en(t+Jj)] (19)
And R is defined as,
ro O
r1 ro O
R:= (20)
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The control law to minimize the cost function (12), can
be obtained as the following equation by doing a partial
differential of & to both sides of the equation.

i=[R"TR+A'RT (h—w) (21)

Please refer to [7] for more detailed explanations. In most
predictive control schemes, such as GPC, the first element u
of the sequence is asserted, which is done using the receding
horizon approach. Thus, the Au(z) in time f[step] can be
obtained as follows:

Au(t) =

C. The replacement of I-PD control law from generalized
predictive control system

[1,0,...,0][R"R+A)]"'RT (h—w) (22)

Here from the equation (22), it is discussed how to replace
the velocity type PID control law (I-PD) from the GPC law.
First, the following equation’s control law is obtained from
(22).

) +{1+z"! ijso}Au( )
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However, p; is obtained by the following equation which is
defined as the part of the right side of the equation (22).
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On the other hand, the velocity type PID control law is given
as shown below.

—kefA+ %Az}y(t) (25)



where, e(t) denotes the control error, and is defined by the
following equation:

e(t) == w(t) —y(t) (26)

Additionally, k., T; and Tp are the proportional gain, the inte-
gral time, and the derivative time respectively. Meanwhile, T
expresses the sampling time. For simplicity, L(z~!) is defined
as the following equation,
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PID control law (25) can be rewritten as shown below.
L(z Yy(2) 4+ Au(t) — L(1)w(t) = 0 (28)

Here, the polynomial equation of Au(z) is replaced by a static
gain with the emphasis on the steady-state characteristics.
Meanwhile, with the formula (23), the following equation
can be obtained.

F(z Yy(t) 4+ Au(t) — F(1)w(t) =0 (29)
however,
-1 13 1
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From the above relationship and by comparing the coeffi-

cients of the formula (25), I-PD control law based on the
GPC law is derived approximately.
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III. CALCULATION OF THE CONTROL PARAMETERS
BASED ON THE CLOSED LOOP DATA

As mentioned earlier, even though the structure of the
target system has been known, the system parameters A(z ')
and B(z~!) are unknown, which is the feature of the data-
oriented method. One effective scheme is to obtain Fj(z~!)
and Gj(z") by using closed loop data. Particularly, the
initial parameters Fi(z~') and G (z~!) are directly calculated
from a set of closed loop data, and then by solving the
recursive formula, Fj(z~!') and G;(z~!) are obtained. The
Diophantine equations are considered for r+ j[step] and

t+ j+ 1[step] ahead:
1 = Ejz YAz ) +z7F (34)
I = Ep@E DAY+ U (9
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Note that A(z7!) := AA(z~!). Subtracting (34) from (35)
gives:
0 = A 71){Ej+1(271)—Ej(271)}
+z e F - Fi )} (36)

It is considered to rewrite a component of (36) as follows,

Eji(z ) —Ej(c ) =E ) +elt e 37)

and substituting E;41(z"') — Ej(z!) from the above equa-
tion gives:
0 = A NEE )+ FaE™)

—Fi(z ) +AR e

so that, equations hold identical to the expression (38).
Clearly then

(38)
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< Fia(e ) = FieT) +AR (40)

and, to rearrange equation (40) as the following equation.
Fie™) =2 Fin (e +A@ @1

From (39) and (40), the following relationships can be
obtained.
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Now the Diophantine equations for j =1 gives:
M) = 1-z'R@E (43)
From above equation, (42) can be rewritten as follows.
1 )
4" =1
J+1 _ 14/
=fl - 1313 (44)
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Moreover, recall the equation (37) and equation (39) and the
following equation is obtained.

Eji(z ) =Ej(z ) +z 7" (45)

And then G;(z~!) becomes,
Gz ) ={E;(z ) +2 7] 1Bz ) (46)
Here, in order to obtain the S(z~!) and R(z~!) from Dio-

phantine equation (6), system parameter B(z ') is necessary,

however, considering that E1(z~!) =1,
Gi(z™)=E( B ) =B()
Therefore, from the relationship between (46) and (47),
G ) ={Ej( ) +z e 161z

47

(48)
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Fig. 1. Control result by the the fixed PID controller.

From the above, when the initial parameters Fi(z~') and
G1(z7!) are known, subsequent parameters are obtained by
solving the recursive formula in the multi-step prediction in
GPC. In addition, the initial Fi(z~') and G;(z~") are capable
of computing based on the implicit method of GMVC. Please
refer to references [7] for more information.

IV. SIMULATION EXAMPLE

To evaluate the effectiveness of the proposed method, it is
applied to the following system which is a 4th-order system
shown as equation (49) with the time-delay. Maximum
overshoot is used as a quantitative criteria.

12548
G =
) = SO T 1139 + 14752 1 625 4 8
After the discretization of the above equation by T; = 1]s],the

following equation is obtained. Moreover, in (50), &(7)/A is
added as a modeling error, and o2 is set to 1.0 x 1077,

y(@) = 1.835y(t—1)—1.088y(t—2)+0.211y(t —3)
—0.004y(t — 4) +0.036u(r — 11) +0.036u(r — 12)
—0.024u(t — 13) — 0.002u(t — 14) + E(1) /A (50)

87 10s (49)

In this paper, the control method is done by designing the
control system to discretized equation (50). The control result
is shown in Fig.1 by using Chien-Hrones-Reswich(CHR)
method in which maximum overshoot is 15%. According
to this strategy, PID parameters are as follows:

ke=0338, T.=6.12, T;=5.38 (51)

The control result shows that desired performance is ob-
tained. However, a little long time is taken to reach the
stability. Next the proposed method is applied by using I/O
data from Fig. 1. The control result are shown in Figure 2 in
which the design parameters are set as m = 12,N = 15,1 =
90. The maximum overshoot in this strategy is 0.36%. The
PID parameters are shown as follows:

ke =0.0508, T;=2.13, T;=0.2486 (52)

Although the settling time of the result by the proposed
method is a little different from that by using CHR method
which finds suppression of the overshoot. The reasons are
considered that proportional gain becomes smaller due to the
increase in stability of the the closed loop by introducing the
prediction interval and A as well as the integral time becomes
shorter to keep a quick response. Finally, to illustrate the
superiority of the proposed method, another more research
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Fig. 2. Control result by the proposed method.
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Fig. 3. Control result by the data-oriented GMV-PID controller.

is needed. The Fig.3 shows the result with using designing
method of PID controller based on GMVC ,say GMV-PID.
When design parameters are set to P(z~!) = 1,m = 12,1 =
90,the following PID parameters are calculated. And the
maximum overshoot is about 29.6%.

k=001, T =0.9043, T;=0.5541 (53)

And the result shows that the overshoot exists highly when

the parameters are set as the same with previous one. In
GMV-PID control system, the control input is determined
just only based on the predicted value of the time-delay
ahead. Whereas the calculation with respect to the control ac-
tion in GPC-PID proceeds with much more steps. Therefore,
the result with GMV-PID is liable to become oscillatory than
that with GPC-PID. In other words, the GPC-PID designs
are conservation so that the control results are better than
GMV-PID.

V. EXPERIMENTAL APPLICATION

Experimental studies were carried out in a temperature
control system. The figure and schematic diagram of the
process system is shown in Fig. 4 and Fig. 5, receptively

The system consists of a tank with 65 cm high with an
inside diameter of 30 cm. Hot water, which is heated by the
boiler beforehand, enters the tank. And the water leaving the
tank passes through the pipe with 3 thermocouples placed
along its length. The temperatures are measured and are
displayed as Temp.l, Temp.2 and Temp.3. The Temp.2 is
considered as the output variable. The computer performs
the control calculation after inputting the signal using A/D
and D/A conversions.

The values of the temperature are as the initial value of
estimation of the system. Moreover, CHR method is applied
considering the stability of the system when the system
parameters are identified.



Fig. 4. Photo of the temperature control system.

Additionally, the control system is constructed as a digital
control system, thus the form of digital control law is
displayed below.

u(k) = u(k—1)+Ke(k) —Kp{y(k) —y(k—1)}
—Kp{y(k) =2y(k—1)+y(k=2)}, (54
e(k) = wk)—y(k). (55)

where, k is a number of step, w(k) and y(k) indicate
the reference value and the controlled value, respectively.
Therefore, PID gains Kp,K; and Kp are defined as follows:

Kp=ke, Ki=kT/T;, Kp=kp/T; (56)

where, Ty, the sampling time, is set as Ty = 5[s] in this
experiment. Consider the first order system with time-delay
as the controlled object. As a result of the step response,
the system parameters are estimated. Meanwhile, the PID
parameters can be obtained. The system parameters are
shown as follows:

K=05121, T=99.9854[s], L=223040[s] (57)

After doing the previous step, the closed-loop data is ob-
tained by applying the CHR method whose parameters are
shown as following.
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Fig. 5. Schematic diagram of the temperature control system.
ke =52525, T,=02627, T;=11.7152 (58)

Since the closed loop data which is from Fig.6 has already
been obtained, and with the least square method, the initial
value Fi and G are identified which means the key point
of the proposed method. After identification, the proposed
method in which the prediction horizons are set to constant
values of 1 and 15 is employed. The parameter A equals
to 45. Fig.7 gives you the result. The manipulated variable
is stable. According to the method, PID parameters are
calculated as following:

k. =0.1617, T;=34.3281, T;=0.4001 (59)
The user-specified parameter A plays an important role in the
experiment. Therefore, in the experiment, the different value
of A is applied. Figure 8 shows the result by setting A = 15.
Compared with both two results, the overshoot exists when
the A is set as a smaller value. The reason is the manipulated
variable will take action towards avoiding the overshoot. That
leads to obvious variations shown in Fig.8.
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Fig. 6. Control result by the CHR method
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Fig. 7. Control result by the proposed method(A = 45)

VI. CONCLUSIONS

In this paper, the design method of a data-oriented PID
control system based on Generalized Predictive Control is
considered. According to the proposed method, by using
a set of closed loop data, the initial parameters of the
Diophantine equation is identified, and multi-step output
signals are obtained by solving a recursive formula. Those
have broken the limitations of having prior knowledge of
model. Moreover, the effectiveness of this method is verified
by an numerical example as well as experimental result.
In the simulation, it is confirmed that a desired control
result can be obtained using the proposed method even if an
initial closed loop data is not satisfactory. By comparing the
conventional data-oriented GMV-PID control, the proposed
method can obtain better control result when the time-delay
is large or can not be estimated accurately. In the experiment,
the PID gains obtained from the proposed method are applied
to the temperature equipment, as shown in the paper, the
control result is desirable. Through the comparison with
different value of A , the stability of the systems is different.

In the future work, more experiments will be performed
with various methods so as to compare with the proposed
method. How to decide the value of A will become an
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Fig. 8. Control result by the proposed method(A = 15)

important topic. And the proposed method will be extended
to the MIMO system and be evaluated in the simulation.
Furthermore, applying the extended proposed method to the
experiment will be more important work.
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