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Abstract: This study proposes a new robust parametric identifier for systems that describe
the dynamical behavior of metabolic networks. This identifier implements a robust parallel
differentiator that recovers the time derivative for all the metabolites involved in the metabolic
network. The differentiator is based on the well-known Super-Twisting Algorithm which is
applied over the variation of each metabolites that is included within the metabolic network.
The derivatives are fed into a parallel nonlinear least mean square scheme that is successful in
recovering the parameters that characterizes the metabolic network. This identifier is applied
to a simplified 22-reactions metabolic network of hydrogen production in Escherichia coli
using glucose as substrate. The metabolic network is simulated with parameters obtained from
previous studies and they are recovered using the parametric identifier proposed in this study.
All the parameter are recovered with less than 5% error.

Keywords: Metabolic network, Parameter identification, Robust differentiation,
Super-Twisting differentiator, Hydrogen production, Escherichia coli.

1. INTRODUCTION

Research on renewable fuels and environmentally-friendly
fuels has substantially increased in the past few years due
to a reduction on global oil reserves, the high dependence
on fossil fuels and the strong public interest in protecting
global climate (Ghosh et al., 2013; Mathews et al., 2010).
Recently, hydrogen (H2) has been projected as an energy
carrier and substitute for fossil fuels because of its ease of
production, its non-polluting nature and its large energy
content per mass (142 MJkg−1 H2 ) compared to existing
renewable energy sources such as ethanol and biodiesel
(Manish et al., 2007; Patel and Kalia, 2013).

The production of H2 by facultative anaerobic organisms
such as Escherichia coli (E. coli) is a characteristic of
mixed acid fermentation. Efforts to improve H2 production
have focused on identification and engineering of oxygen-
tolerant hydrogenases, improvement in H2 molar yields,
development of efficient H2 separation techniques from
biorreactor head-space and metabolic pathway engineering
(Fan et al., 2009). Metabolic pathways can be analyzed
with a focus on their stoichiometry (time invariant) or
their kinetics. Otherwise, dynamics of this kind of systems
can be expressed as a set of Ordinary Differential Equa-
tions (ODEs), but one drawback of representing a genetic
or a metabolic network with ODEs is the large number
of parameters that are unknown and must be estimated
(Chou and Voit, 2009).

Due to the lack of information regarding the molecular
mechanisms that govern the system coupled with the
large size of the metabolic or genetic networks that are

modeled, the parametric estimation becomes an important
issue for the modeling of biologic systems (Berthoumieux
et al., 2011; Ashyraliyev et al., 2009). The adjustment of
parameters in mathematical models has several difficulties.
One of them is that some parameters may compensate
the lack of sensitivity of other parameters resulting in
arbitrariness in the specification of their values. Another
difficulty is that different values of the parameters may
be equally consistent with the experimental data. A third
difficulty is that to find the optimal parameter values of
the model the exploration of a large space of values may
be required (Fernández Slezak et al., 2010).

The majority of current methods for parameter estimation,
in principle, formulate the parameter estimation prob-
lem as a nonlinear optimization problem with differential-
algebraic constraints that describe dynamics of biochem-
ical networks. Some techniques as the Volterra-series ap-
proach and the method of maximum likelihood are already
been investigated as solution to the problem of nonlinear
estimation. Other approaches to approximation include
extended Kalman Filter and sequential Monte Carlo meth-
ods (Sun et al., 2008), as well as the sliding mode algo-
rithms.

Yan and Edwards (2007) establish that the sliding mode
approach can be divided in two different steps: the first one
is the design of a sliding surface in which the system have
the desired performance if it is restricted to the surface;
the second step consists in the design of a control law with
variable structure which drives the system trajectories in
finite time to the sliding surface.
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Fig. 1. Metabolic pathway of H2 production in E. coli.

Other approach called higher order sliding modes, has been
proposed in order to reduce the chattering phenomenon
present in the conventional sliding mode. In this approach
the sign function acts on its higher order time derivative
and presents 190 a better accuracy with respect to discrete
sampling time than conventional sliding modes (Defoort
et al., 2009).

The aim of this work is to propose a parameter estimation
algorithm based on high order sliding mode for an ordi-
nary differential equations system representing hydrogen
production in a strain of E. coli.

2. PROBLEM FORMULATION

According to databases that contain genetic information of
E. coli (e.g. Kegg and EcoCyc), the metabolic pathway for
producing H2 in E. coli involves 23 reactions with glucose
(Glc) as substrate and, succinate (Suc), ethanol (EtOH),
lactate (Lac), carbon dioxide (CO2),(H2) and acetate
(Acet) as extracellular products with the concomitant
generation of biomass (X). A thermodynamic analysis,
according to the methodology proposed by Henry et al.
(2006), was made to reduce the number of reactions and
to prove the feasibility of the proposed reactions. This
analysis indicates that the minimal number of reactions
to work with, are 18 with 22 metabolites involved (Figure
1).

One of the main challenges when ODEs are used for mod-
eling metabolic networks is the parameter identification.
Because the metabolic pathways of biological systems are
described by a high number of reactions, the number of
parameters to be estimated is also high. Therefore, the
implementation of algorithms that allow the simultaneous
identification from existing information is necessary.

Moreover, the complexity of experimental techniques al-
lows to obtain only a small number of experimental data
that may not contain all the dynamic information from
the system. To overcome this obstacle, in this work it is
proposed to use the Super-Twisting Algorithm (STA) as a
differentiator to retrieve all the dynamic information of the
system from experimental data and, from it, identify all
the parameters. The proposed modeling strategy is tested
over the mathematical model of the metabolic pathway for
hydrogen production in E. coli.
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3. MODEL DESCRIPTION

Consider that model (1) represents the metabolic network.
This model, based on ODEs, was proposed yo represent the
18 enzymatic reactions of the metabolic pathway for (H2)
production in E. coli.

Model (1) was used to verify that the proposed methodol-
ogy works for this particular biological system and contain
22 ODEs that describe the dynamics of the metabolites
considered in the metabolic pathway under study. The
model takes into account the stoichiometric balance of each
reaction. The first equation in (1) represents the growth of
the bacterial strain (X) and is modeled according to the
Monod model taking Glc as substrate .

The equation has two parameters that correspond to the
maximum specific growth rate of E. coli (µmax) in h−1

and, Ks is the affinity constant in Mol. The second equa-
tion in (1) represents the time course of Glc consumption.
In addition to the parameters µmax and Ks, this equation
has a parameter qS that represents the consumption rate
of Glc, hence the reason of µS represented with a negative
sign. These two equations represent the part of the micro-
bial kinetics. The remaining equations in (1) represent the
reactions that occur inside the cell namely the metabolic
pathway dynamical representation. The time course of all
metabolite were modeled as the difference between the
mass produced and the mass consumed in each enzymatic
reaction. The rates of the enzymatic reactions are con-
sidered as a Michaelis-Menten dynamic, so every single
equation has, at least, two parameters: the maximum
velocity of reaction (νmax) and Michaelis constant (KM ).
All parameters for νmax were taken from reaction rates
obtained by Aispuro Castro (2011) and KM values were
taken from the EcoCyc database.
The mathematical model has a total number of 39 param-
eters that must be identified. In this study, it is assumed
that every metabolite of this model can be measured,
however, the information obtained from the model only
contains specific discrete time experimental data. The
following section proposes a methodology that allows to
recover the entire dynamic of each metabolite from the
model.

4. ROBUST PARAMETRIC IDENTIFIER

Let us assume that each differential equation of the model
presented above satisfies:

dzi(t)

dt
=
f i(z(t), αi

1)

gi(z(t), αi
2)

+ ζi(z, t), zi ∈ R

where zi ∈ R is either variable in the same model and n
is the number of variables. The vector z ∈ Rn represents
all the variables involved in the metabolic network used
in this study. Nonlinear functions f i : Rn+P 1

i −→ R,

gi : Rn+P 2
i −→ R satisfy:

|f i(z1, ·)− f i(z2, ·)| ≤ Li‖z1 − z2‖ ∀z1, z2 ∈ Rn
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i

In this study, it is assumed that all the functions f i and
gi are linearly parametrized by α1

i and α2
i , respectively.
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In the unrealistic case when the derivative of the whole
vector z can be measured, the non-perturbed (ζi = 0)
ODE described in Moreno and Osorio (2012) can be
alternatively represented as:
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This form obeys the regular linear regression form. The
solution for the parametric identification can be obtained
as in Ljung (1999):
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(∫ t

0
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dτ

)−1(∫ t

0

xi(τ)yi(τ)dτ

)
However, the previous equation needs the time derivative
of zi. As it was stated, it is not usual to have this derivative
on line and simultaneously for all the variables involved
in the metabolic network. This is the main motivation to
propose a robust (with respect to parametric uncertainties
and external perturbations) differentiator to approximate
dzi(t)
dt . In this study the Super Twisting Algorithm (STA)

is considered as a feasible method to solve this problem.
STA as differentiator satisfies the structure:
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dt
= ẑib(t) + ki1|δi(t)|

1
2 sign(δi(t))

dẑib(t)

dt
= ki2sign(δi(t))

Here, the differentiator error is represented by the variable
δi which is defined as δi = zi − ẑia. Indeed, this algorithm
serves as differentiator of the uncertain signal zi(t). This
fact can be supported considering that signal zi(t) can be
represented as:

zi(t) = zia(t);
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dt
= zib(t)
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dt
= zib(t)
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=
d2zia(t)
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Then, the differentiation error δi1 = zia − ẑia, δi2 = zib − ẑib
satisfies:

dδi1(t)

dt
= δi2(t) + ki1|δi1(t)| 12 sign(δi1(t))

dδi2(t)

dt
= ki2sign(δi1(t)) +

d2zi(t)

dt2

For the purposes of this study, the sign function was used
as follows:

sign(z) =

{ −1 if z < 0
∈ [−1,+1] if z = 0

1 if z > 0
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Table 1. Real and estimated model parameters and relative error between them

Parameter Real Value Estimated Value Relative Parameter Real Value Estimated Value Relative

(h−1) ( h−1) error (%) (mM) (mM) error (%)

µmax 0.768∗ 0.760 1.002 KS 1.65∗ 1.666 0.96

qS 0.36∗ 0.03636 1.0

Parameter Real Value Estimated Value Absolute Parameter Real Value Estimated Value Absolute

(mMh−1) ( mMh−1) error (mM) (mM) error

νR1
max 3.14∗ 2.983 5.0 KR1

M 0.78∗∗ 0.819 5.0

νR2
max 2.99∗ 2.841 4.98 KR2

M 0.42∗∗ 0.4323 2.92

νR3
max 2.07∗ 1.967 4.97 KR3

M 0.097∗∗ 0.09215 5.0

νR4
max 2.46∗ 2.337 5.0 KR4

M 0.5∗∗ 0.5018 0.36

νR5
max 0.091∗ 0.08645 5.0 KR5

M 0.07∗∗ 0.0735 5.0

νR6
max 0.00229∗ 0.00229 0 KR6

M 0.07∗∗ 0.0735 5.0

νR7
max 0.00229∗ 0.00229 0 KR7

M 11∗∗ 11 0

νR8
max 0.00229∗ 0.00229 0 KR8

M 0.5∗∗ 0.4776 0

νR9
max 0.0864∗ 0.08208 5 KR9

M 2.6∗∗ 2.73 5.0

νR10
max 0.0864∗ 0.08208 5.0 KR10

M 1.1∗∗ 1.155 5

νR11
max 0.0864∗ 0.08208 5 KR11

M 0.5∗∗ 0.525 5

νR12
max 0.0709∗ 0.0673 4.97 KR12

M 26.5∗∗ 27.82 4.98

νR13
max 2.39∗ 2.271 4.97 KR13

M 2.0∗∗ 2.028 1.4

νR14
max 1.02∗ 0.969 5.0 KR14

M 0.0095∗∗ 0.00963 1.42

νR15
max 1.36∗ 1.295 4.77 KR15

M 0.13∗∗ 0.133 2.31

νR16
max 1.36∗ 1.292 5.0 KR16

M 0.5∗∗ 0.5092 1.84

νR17
max 2.39∗ 2.271 4.97 KR17

M 26∗∗ 27.3 5.0

νR18
max 1.02∗ 0.9727 4.63 KR18

M 1.5∗∗ 1.533 2.2
∗ Taken from (Aispuro Castro, 2011) .
∗∗ Taken from EcoCyc database.

According to the result presented by Moreno and Osorio
(2012), it can be proven that

|δi1| = 0, |δi2| = 0 ∀t > T ∗,i

where

T ∗,i =

√
0.5V i(0)

2

The sense of V i satisfies the expression V i(ξi) =
[
ξi
]>
P iξi

with
[
ξi
]>

=
[
|δi1|

1
2 sign(δi1) δi2

]
. Each matrix P i ∈ R2×2

is a positive definite and symmetric matrix.

Finally if the variables yi(t) and xi(t) are changed by x̂i

and ŷi the parametric identification can be solved as

θ∗,i(t) =

(∫ t

0

x̂i(τ)
[
x̂i(τ)

]>
dτ

)−1(∫ t

0

x̂i(τ)ŷi(τ)dτ

)
(2)

5. NUMERICAL SIMULATIONS

This section presents the application of the STA as a
differentiator to obtain the approximation of the time
derivative signal of all states of the suggested model (1)
and the subsequent parameter identification using the
corresponding least squares algorithm.
Simulations of the model were made in Matlab/Simulink,
using a fixed step numerical integration algorithm (ODE4-
Runge-Kutta) with an integration step of 0.0001 hours.
Initial conditions and reference parameters for X, Glc, H2,
Suc, EtOH, Lac, CO2, Acet and values of µmax, KS , qS
and all νmax parameters were taken from Aispuro Castro
(2011). Initial conditions for the other compounds and KM

values were taken form the EcoCyc database.
The results of these simulations were taken as the real val-

ues of the dynamic for each compound. This strategy was
used to test parametric identification algorithm proposed
in this study. However the derivatives of all compounds
were obtained using a perturbation signal produced by a
random bounded value that tries to serve as an artificial
representation of the experimentally error that is usual in
this kind of systems.

Figure 2 shows the performance of the STA as differen-
tiator when comparing the states of the three principal
compounds and their derivatives. The convergence of the
states are reached at finite time (less than 1.0 hour). This is
a remarkable characteristic because for biological systems,
the enzymatic reaction occurs in small periods of time.

Using the derivatives obtained with STA, a robust nonlin-
ear least squares algorithm is used to obtain the param-
eter values presented in (4). The algorithm is based on
the well-known Hammerstein-Wiener recursive parameter
identification method. This algorithm was implemented in
parallel and on-line to obtain the solution of the problem
presented in equation 2.

Table 4 shows the whole set of identified parameters for
all the reaction considered in the model (1). The third
and sixth columns show the percentage error obtained
as a result of applying the identification algorithm using
the estimated derivative. None of these errors is over
5.0%. This is regularly considered as an acceptable result
considering the relevance of the information obtained in
the corresponding study.

Gains k1 and k2 of the STA were fixed individually for each
compound looking for the minimal error between the real
values and the STA trajectories. Although figure 3 shows
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Fig. 2. Comparison between states and derivatives obtained with STA and real ones.
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Fig. 3. Error values between states obtained with STA and
real ones.

that error values are different from zero, this fact does not
represent a problem because the parametric identification
algorithm works in a more efficient way if a lot of dynamic
information is present (persistent excitation condition).

The parameter values obtained are used in a new sim-
ulation where the system is tested with the estimated
parameters. This strategy is used to obtain a validation

of the technique proposed in this study. These results are
compared with the values obtained in the simulation of the
metabolic model. Figure 4 shows the comparison between
the dynamic of the real states and derivatives and those
obtained after the parameter identification (API). The
difference between dynamics of states and derivatives can
be considered acceptable for the type of biological systems
analyzed in this study.

6. CONCLUSIONS

This study describes a methodology based on the applica-
tion of the high order STA to recover an approximation of
the time derivative information of variables involved in the
model of a metabolic network. These approximate deriva-
tives are used to solve a parallel parametric identification
algorithm. This mixed scheme is used to recover the rele-
vant parameters that characterize the time course evolu-
tion of the metabolic network. This methodology produces
an efficient parameter identification considering the large
quantity of elements that must be calculated to charac-
terize the metabolic network. As one can understand, the
application of STA yields to improve the reconstruction
of experimental information based on the proposed model
without losing the sense of biological character for each
parameter. Knowing the unrealistic scenario of measure
all metabolites of a metabolic pathway, this technique
seems to be a simple but useful option, in the modeling of
biological systems described by a large number of ODEs
with many parameters involved, as a immediate step after
the implementation of a state observer in order to know
the time course of all metabolites from the experimental
measurement of a few ones.
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