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Abstract: The problem of cyclic scheduling under the requirement of throughput
maximization is considered for a special class of cyclically repeated batch processes.
All batches have to follow an identical time scheme. The same resource may be
visited more than once by the same batch and time window constraints may
be stated by the user. It is shown that the cyclic scheduling problem can be
transformed into a mixed integer linear optimization problem. The method’s
application to High-Throughput-Screening processes is demonstrated.
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1. INTRODUCTION

Throughput maximization problems are common
in many processes in chemical industry as well
as in transportation or manufacturing systems,
where a large number of units, e. g. batches or
workpieces, have to be handled one after each
other in the shortest possible time. This con-
tribution deals with throughput maximization
for a special type of cyclic systems where all
units have to be handled in exactly the same
time scheme. The method is applied to High-
Throughput-Screening (HTS) systems. However,
it is also applicable to similar cyclic processes,
e. g. in traffic engineering or for iterative batch
processes in chemical engineering.

High-Throughput-Screening plants are used for
the analysis of large numbers of substances, for
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example to analyze their benefit for a specific
pharmaceutical, biological or agricultural applica-
tion. Although several hundreds of substances are
aggregated within one batch, i. e. on one so called
microplate, a large number of batches have to pass
through the plant resources, e. g. incubators, liq-
uid handling devices, transportation devices etc.,
in the same specific time scheme. The task of
throughput maximization is to find an operating
sequence which allows to finish work for all mi-
croplates as fast as possible. The HTS scheduling
problem differs from other scheduling problems,
e. g. in manufacturing or chemical engineering
(Schilling and Pantelides, 1999; Löhl et al., 1998)
as it combines the following requirements:

• Some resources may be revisited several
times by the same batch.

• There are no buffers between the resources.
In contrast, a batch will allocate two re-
sources simultaneously while being trans-
ferred between the resources.



• All batches have to pass the system in the
same time scheme.

• The time scheme may be restricted by due

dates or time window constraints.

Scheduling methods exist for several fixed types
of HTS plants, e.g. (Murray and Anderson, 1996;
Donzel et al., 1997). Nevertheless, because of the
large variety of screening tasks performed on HTS
plants, it is very important to have flexible plants
with the possibility of re-arranging the machines
and transportation devices in order to adapt them
to the requirements of each specific screening task.
Thus, this paper presents a general method which
yields the time-optimal sequence for arbitrary
machine arrangements and screening tasks.

In many cases, due to the specific nature of the
substances to be screened, operating schemes have
to be strictly cyclic. Thus, the method presented
here will be limited to such strictly cyclic oper-
ation, where the time distance between two con-
secutive batches (’cycle time’) is always constant.
All resources have capacity one, i. e. each resource
may be occupied by at most one batch at any one
time. For such a system, the goal of throughput
maximization is equivalent to the determination
of the smallest possible cycle time and the cor-
responding batch time scheme complying with all
constraints. The basic ideas for the solution of this
scheduling problem have already been presented
in (Mayer and Raisch, 2003). In this contribu-
tion, the method is generalized as the sequence
of activities within the single batch is not fixed in
advance.

This paper is arranged as follows: first, mod-
eling of cyclic processes with respect to High-
Throughput-Screening is discussed. Subsequently,
the constraints for the scheduling problem are
formulated. The scheduling problem is then cast
into a mixed integer linear optimization problem.
Finally, a specific application example is treated.

2. MODELING OF CYCLIC PROCESSES

Cyclic operating sequences as regarded here are
characterized by the fact that all operations are
repeated in a constant cyclic scheme. The cy-
cles, called batches in chemical engineering, follow
upon each other with constant time offset, called
cycle time T . In High-Throughput-Screening, one
batch consists of one or a couple of microplates
passing through several work steps on several re-
sources, e. g. incubators, liquid handling devices,
transport devices etc. For the screening results to
be meaningful and comparable, the time scheme
for all batches has to be identical. Figure 1 gives
a simple example for such a time scheme for
one batch (called single-batch time scheme). It
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Fig. 1. Example for single-batch time scheme.
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Fig. 2. Extract from cyclic schedule for Figure 1.

involves 6 activities on a total of 3 resources,
pictured as a Gantt-Chart. In Figure 2, an extract
of a cyclic schedule is illustrated. Different batches
are displayed in different graphical patterns. Note
that, due to the nature of the problem, the meth-
ods presented here do not need to account for
the overall number of batches, nor do they need
to identify a starting batch. Hence, batches are
numbered by ρ, ρ ∈ ZZ.

2.1 Modeling of Single-Batch Time Scheme

For the purpose of scheduling, the time scheme for
a single batch is defined via the time instants at
which each activity starts and ends 2 . In general,
it consists of imax activities, each allocating one
of m resources, where Ji is the resource allocated
by activity i, and nj is the number of activities on
resource j during a single-batch time scheme:

oi . . . time, when activity i starts.
ri . . . time, when activity i ends,

ri > oi .
Ji . . . resource allocated by activity i,

Ji ∈ {1 . . .m} .
m . . . overall number of resources.
nj . . . number of activities on resource j.

For a cyclic schedule, the time instants for the ρ-th
batch are given by:

o
(ρ)
i = oi + ρ · T

(1)
r
(ρ)
i = ri + ρ · T , ρ ∈ ZZ , i = 1 . . . imax ,

where T is the constant cycle time.

2 This is not necessarily identical to the moment in which

the microplate enters resp. leaves the resource because

there may be additional pre- or post-processing.



2.2 Parameterization

If the values for the variables oi and ri, i =
1 . . . imax, are all predetermined, the problem can
be solved by simple algorithms in polynomial time
without the need of mixed integer optimization.
However, in most cases the user will not determine
the entire single-batch time scheme, but will only
provide some of the activity start and end times
and/or a number of linear constraints on the set
of possible values for the variables oi resp. ri. The
latter is to guarantee certain sequence constraints
or to cope with chemical specifications (e. g. time
windows for incubation times). The degrees of
freedom that remain for the variables oi and ri
are represented by K time variables θk∈ IR

+
0 . The

time instants oi and ri are then expressed as linear
combinations of the θk:

oi = oi +
K
∑

k=1

(χi,k · θk) . . . Start of activity

(2)

ri = ri +
K
∑

k=1

(ψi,k · θk) . . .End of activity .

This means that the single-batch time scheme is
described by fixed parameters oi, ri, χi,k, and
ψi,k, i = 1 . . . imax, and yet unknown variables
θk, k = 1 . . . K. The latter could, for example, be
interpreted as delays which are inserted into the
sequence of activities for a microplate.

The sequence and time window constraints on
the variables oi and ri are represented by upper
bounds for the time variables θk,

θk ≤ θk,max , k = 1 . . . K , (3)

and, if necessary, by P additional linear con-
straints of the form

K
∑

k=1

(κp,kθk) ≤ ϑp , p = 1 . . . P . (4)

The representation of the degrees of freedom in
the single-batch time scheme by use of time vari-
ables θk leads to a significantly reduced problem
size, because the number of variables oi, ri (2imax

variables) is reduced to K variables θk, and usu-
ally K << 2imax. Based on this description of the
single-batch time scheme, the scheduling problem
can now be formulated.

3. THE SCHEDULING PROBLEM

The task of finding a batch time scheme for a
strictly cyclic schedule which allows for the small-
est possible cycle time T , thus getting maximum
possible throughput, will be called scheduling

problem. As described in Section 2, two subse-
quent sample batches enter the plant with the
fixed time offset T and are processed under the
same basic time scheme. This can be formulated
as an optimization problem.

First, some bounds for the cycle time T are
formulated. Obviously, T is a strictly positive
number, but a tighter bound can be deduced from
the fact that if each single activity is finished
as soon as possible and the busiest resource is
allocated non-stop, no further speed increase is
possible:

T ≥ Tmin = max
j

(

min
θ1...θK

imax
∑

i=1

(ri − oi)δJij

)

, (5)

where δJij =

{

0 for Ji 6= j

1 for Ji = j .

An upper bound for T can be prescribed by the
user, or can be derived from the trivial case, in
which no batch is started before the previous
batch is completely finished, i. e.

T ≤ Tmax = max
θ1...θK

(max
i
ri −min

i
oi) . (6)

Further constraints for T result from the fact that
the cycle time can never be faster than the sum
of allocation times (one batch) for any resource:

T ≥

imax
∑

i=1

(ri − oi)δJij , j = 1 . . .m , (7)

where δJij =

{

0 for Ji 6= j

1 for Ji = j .

3.1 Disjunctive Constraints

The solution to the scheduling problem has to
meet the requirement that no two different ac-
tivities are allowed to allocate the same resource
simultaneously. These constraints will be called
disjunctive constraints. Before deducing their for-
mulation for the optimization problem, the term
nesting level is introduced:

The nesting level z(i1,i2) for each combination of
two activities (i1, i2), i2 > i1, of the same resource
is defined as

z(i1,i2) = d
ri2 − oi1

T
e − 1 , i2 > i1 , Ji1 = Ji2 ,(8)

where dxe denotes the ceil-function, i.e. the small-
est integer number that is greater or equal to x.

The nesting level is always an integer number
i. e. z(i1,i2) ∈ ZZ. For z(i1,i2) ≥ 0, the nesting level
can be interpreted as follows: when considering
two activities i1 and i2 of the same resource



(i. e. Ji1 = Ji2) belonging to the same batch,
the nesting level z(i1,i2) indicates the number of
activities i1 belonging to other batches which
take place in between. Each set of values for the
variables z(i1,i2) represents one possible sequence

of activities in the overall schedule.

The requirement of ruling out the overlapping of
two activities can be formulated as an exclusive
OR term: for two activities (i1, i2) of the same
resource Ji1 = Ji2 belonging to batch ρ1 and
ρ2, respectively, the following condition ensures
exclusion of overlapping:

o
(ρ1)
i1 ≥ r

(ρ2)
i2 XOR o

(ρ2)
i2 ≥ r

(ρ1)
i1 . (9)

This condition has to be met for all pairs of
activities on the same resource and for all pairs of
batch numbers, including activities belonging to
the same batch and including the same activity in
different batches (i1 = i2, ρ1 6= ρ2). Nevertheless,
due to symmetry, it is sufficient to consider only
cases i2 > i1, as well as the special case {i2 =
i1 = i, ρ1 6= ρ2}. Let us consider the latter case
first. From (9), (1) and ri > oi, we get

ri − oi ≤ (ρ1− ρ2) · T ∀(ρ1, ρ2) , ρ1 > ρ2

ri − oi ≤ (ρ2− ρ1) · T ∀(ρ1, ρ2) , ρ2 > ρ1 ,

hence,

ri − oi ≤ T (10)

for all activities i, which is already guaranteed by
Equation (7).

We now investigate case 2, where (9) has to hold
for all (ρ1, ρ2) and for all (i1, i2), Ji1 = Ji2,
i2 > i1. As only cyclic sequences are considered,
it is sufficient to ensure condition (9) for ρ2 = 0
and ρ1 =: ρ, (ρ ∈ ZZ).

Equation (9) can then be reformulated using
(1):

oi1 + ρT ≥ ri2 (11a)

XOR oi2 ≥ ri1 + ρT , ρ ∈ ZZ. (11b)

We now consider all possible values for ρ, distin-
guishing four cases.

(1) For ρ = z(i1,i2), condition (11a) will never be
met. This means we need to ensure condition
(11b):

z(i1,i2) · T − (oi2 − ri1) ≤ 0 .

(2) For ρ = z(i1,i2) + 1, condition (11b) will
never be met. This means we need to ensure
condition (11a):

(

z(i1,i2) + 1
)

·T − (ri2 − oi1) ≥ 0 .

(3) For ρ > z(i1,i2) +1, condition (11a) is always
met: from Definition (8), it immediately fol-
lows that

z(i1,i2) + 1 ≥
ri2 − oi1

T
.

Therefore

ρ >
ri2 − oi1

T
,

which, in turn, implies (11a). As condition
(9) is satisfied, we don’t need to introduce
any further conditions into the optimization
problem.

(4) For ρ ≤ z(i1,i2)− 1, condition (11b) is always
met: from definition (8), it follows that

z(i1,i2) <
ri2 − oi1

T
. (12)

Equation (7), ensures that T ≥ ri2 − oi2 +
ri1 − oi1. Substituting (7) into (12) gives

z(i1,i2) − 1 <
oi2 − ri1

T
.

This implies

ρ <
oi2 − ri1

T
,

and therefore (11b). Again, condition (9) is
satisfied. We don’t need to introduce any fur-
ther conditions into the optimization prob-
lem.

In summary, if (7) is satisfied, a necessary and
sufficient condition for (9) to hold for all (ρ1, ρ2)
and for all (i1, i2), i2 > i1, Ji1 = Ji2), is:

z(i1,i2) · T − (oi2 − ri1)≤ 0 (13)
(

z(i1,i2) + 1
)

·T − (ri2 − oi1)≥ 0 . (14)

Equations (13) and (14), together with ri1 > oi1
and ri2 > oi2, at the same time ensure that
definition (8) is met.

3.2 MILP Formulation

We can now formulate our scheduling problem as
an optimization problem.

In order to simplify notation, each possible pair
of values for indices (i1, i2), i2 > i1, Ji1 = Ji2, is
mapped to one value for a single index ι

ι = 1 . . . ιmax , ιmax =
m
∑

j=1

nj(nj − 1)

2
.(15)

Hence, each value for ι signifies a pair of activities
using the same resource.

The following abbreviations are introduced:



vι,k = χi2,k − ψi1,k (16)

wι,k = ψi2,k − χi1,k (17)

vι,0 = oi2 − ri1 (18)

wι,0 = ri2 − oi1 . (19)

Substituting (2) into (7) results in

bj,0 +

K
∑

k=1

(bj,k · θk)− T ≤ 0 , j = 1 . . .m , (20)

where

bj,0 =

imax
∑

i=1

( ri − oi)δJij

bj,k =

imax
∑

i=1

K
∑

k=1

(ψi,k − χi,k)δJij

δJij =

{

0 for Ji 6= j

1 for Ji = j .

In order to formulate the scheduling problem as an
optimization problem, we have to take the cycle
time T as the objective function to be minimized
under the constraints given by equations (13)
and (14) as well as (3), (4), (5), (6) and (20).
The search space for the optimization problem is
defined by the following variables:

• cycle time T ∈ IR+ ,
• time variables θk ∈ IR+

0 ,
• nesting levels zι ∈ ZZ .

Hence, using the abbreviations (16) to (19) and
(2), the HTS scheduling problem can be written
as the following optimization problem:

Min T over (T ∈ IR+ , θk ∈ IR+
0 , zι ∈ ZZ ) (NP1)

s. th.

zι · T − vι,0 −
K
∑

k=1

( vι,k · θk) ≤ 0 (NP2)

(

zι + 1
)

·T − wι,0 −

K
∑

k=1

(wι,k · θk) ≥ 0 (NP3)

for ι = 1 . . . ιmax

θk ≤ θk,max , k = 1 . . . K (NP4)
K
∑

k=1

(κp,k · θk) ≤ ϑp , p = 1 . . . P (NP5)

Tmin ≤ T ≤ Tmax (NP6)

bj,0 +
K
∑

k=1

(bj,k · θk)− T ≤ 0 , j = 1 . . .m (NP7)

Clearly, (NP1) to (NP7) constitutes a mixed in-
teger nonlinear program (MINLP), i. e. a nonlin-
ear optimization problem consisting of real and

integer variables. There exist several solvers for
MINLP optimization problems with different ad-
vantages and disadvantages. However, this task is
very complex and can result in long computing
times, even for small systems. Fortunately, it is
possible to transform the MINLP into a linear
formulation using

T̄ :=
1

T
, θ̄k :=

θk

T
, k = 1 . . . K . (21)

This leads to the following mixed integer linear
program (MILP):

Max T̄ over (T̄ ∈ IR+ , θ̄k ∈ IR+
0 , zι ∈ ZZ ) (LP1)

s. th.

zι − vι,0 · T̄ −
K
∑

k=1

( vι,k · θ̄k) ≤ 0 (LP2)

zι + 1− wι,0 · T̄ −

K
∑

k=1

(wι,k · θ̄k) ≥ 0 (LP3)

for ι = 1 . . . ιmax

θ̄k − θk,max T̄ ≤ 0 , k = 1 . . . K (LP4)
K
∑

k=1

(κp,k · θ̄k)− ϑp T̄ ≤ 0 , p = 1 . . . P (LP5)

1

Tmax

≤ T̄ ≤
1

Tmin

(LP6)

bj,0 · T̄ +

K
∑

k=1

(bj,k · θ̄k)− 1 ≤ 0 , j = 1 . . .m (LP7)

Such an optimization problem can be solved 3 by
advanced branch-and-bound techniques, for ex-
ample by using the CPLEX library (http://www.
ilog.com/products/cplex).

3.3 Adding Bounds for Integer Variables

For assays with a large number of activities, the
optimization problem may become rather com-
plex 4 which can result in very long computation
times. Therefore it can be helpful to add addi-
tional bounds for the integer variables zι to the
problem (LP1) to (LP7). This can be done as
follows:

zι,min ≤ zι ≤ zι,max , (22)

where 5

3 Attention has to be paid to numerical aspects during

optimization runs due to the fact that now the reciprocal

of the original objective function is used.
4 For nj activities on a resource j, the number of pairs is
nj(nj−1)

2
.

5 bxc denotes the floor-function, i.e. the largest integer

number that is less or equal to x.



zι,min :=



















d
Wι

Tmin

e − 1 for Wι < 0

d
Wι

Tmax

e − 1 for Wι ≥ 0

zι,max :=















b
V̄ι

Tmax

c for V̄ι ≤ 0

b
V̄ι

Tmin

c for V̄ι > 0

Wι = min
θ1...θK

(

wι,0 +
K
∑

k=1

wι,k · θk

)

V̄ι = max
θ1...θK

(

vι,0 +

K
∑

k=1

vι,k · θk

)

.

Note that introducing these bounds only removes
parts of the search space where at least one of
conditions (LP1) to (LP7) is not satisfied, i. e. the
feasible region of the optimization problem is not
reduced.

4. APPLICATION

The proposed method has been applied to a num-
ber of HTS tasks (assays) in the pharmaceutical
industry. An example for such an assay is given in
the following: it consists of m = 12 resources with

nj = 8 , j = 1, 12

nj = 5 , j = 5, 11

nj = 2 , j = 2 . . . 4

nj = 1 , j = 6 . . . 10

i. e. there are eight activities on the first resource,
two activities on the second resource etc. The
total number of pairs of activities on the same
resource, i. e. the number of integer variables zι,
is ιmax = 79 (see Equation (15)). For this exam-
ple the number of real variables θk is K = 30.
This number follows from the time window con-
straints specified by the user. Empiric approaches
(e. g. shifting of activities or insertion of delays
in order to find solutions with small cycle times)
will normally only provide suboptimal results for
such problems. The mixed integer linear program
for this example consists of 30+1 real valued
variables and 79 integer variables as well as 204
linear inequality constraints. A globally optimal
solution has been found using GAMS/CPLEX
(http://www.gams.com) requiring a calculation
time of only a few seconds.

In general, it is not possible to provide guaranteed
computation time bounds for solving mixed inte-
ger optimization problems, since slight changes in
the problem structure can have significant impact
on overall computing times of solver algorithms.

Nevertheless, for all HTS scheduling problems we
considered, the computing times have found to be
highly acceptable for the user.

5. CONCLUSION

The problem of finding a time optimal sched-
ule for cyclically repeated batch processes with
revisited resources and time window constraints
has been treated. It has been shown that this
scheduling problem can be modeled as a mixed in-
teger linear optimization program (MILP). Prob-
lem instances (assays) for real High-Throughput-
Screening (HTS) plants result in optimization pro-
grams of reasonable size and structure for which
a globally optimal solution can be found within
short calculation time.

With respect to HTS, two aspects have not been
treated in this paper. The first is how to treat mul-
tiple assays or resources with a capacity greater
than one. The second is the description of methods
for casting the user defined time window con-
straints into the linear representation (2) using
time variables θk such that a minimum number of
variables is needed.
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