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Abstract: Dynamic latent variable (DLV) methods, represented by dynamic-inner principal
component analysis (DiPCA), take into account the high dimensionality and auto-correlation of
industrial process data to successfully extract and model the dynamic components. Meanwhile,
the time-varying dynamics involved in industrial processes motivate us to explore adaptive DLV
methods. In this paper, we propose a recursive DiPCA (RDiPCA) for time-varying dynamic
process modeling. Specifically, a recursive autocovariance matrices updating method and the
corresponding deflation method are given to achieve low computational costs. The computational
efficiency is further improved by a recursive parameter initialization approach in the iterative
optimization algorithm solving procedure. Finally, the effectiveness of the proposed algorithm
is demonstrated with experiments on a numerical dataset and a wastewater treatment plant

dataset.
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1. INTRODUCTION

Owing to the development of computer science and mea-
surement technology, accessible industrial process data has
been of great help in improving the safety and quality of
production. In addition, monitoring and control based on
big data analytics such as Qin et al. (2020) and Basanta-
Val (2018) are becoming an important part of the indus-
trial production process. At the same time, the large-scale,
high-dimensional, dynamic, and time-varying industrial
process data poses significant challenges to data-driven
modeling and monitoring.

Principal component analysis (PCA) is one of the most
widely used techniques in industrial process monitoring.
It detects process anomalies by mapping high-dimensional
cross-correlated data into principal component subspace
and residual subspace and establishing separate or com-
bined monitoring indices. To address the time-varying
characteristic of processes, Li et al. (2000) proposed a
recursive PCA, which transforms the eigenvalue computa-
tion into a one-rank modification problem by recursively
updating the data covariance matrix. On top of that, Qin
(1998) proposed a recursive PLS. These methods greatly
reduce the computational cost and makes it possible to up-
date the model online to monitor time-varying processes.
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However, PCA assumes that process data is static and
not auto-correlated. Practically, widespread control loops
make this assumption difficult to justify. Therefore, some
methods consider the dynamics of processes, such as
DPCA by Ku et al. (1995). Further, attempting to address
dynamic and time-varying characteristics simultaneously,
Hu et al. (2012); Hajarian et al. (2020); Feng et al. (2022)
extended the DPCA method into a recursive approach and
also established the corresponding adaptive monitoring
indices. Despite discussing on dynamics, these methods
are generally based on DPCA, which does not have an ex-
plicit dynamic objective thus lacks the ability to separate
dynamic components. Moreover, the consistency between
the mean and variance of the lagged sample vectors is
ignored, which increases the computational cost and makes
the covariance matrix of the augmented sample vector not
block Toeplitz.

To construct temporal monitoring statistics and provide
more meaningful information, slow feature analysis (SFA)
based modeling and monitoring was proposed by Guo
et al. (2016). The idea is to isolate temporal dynamics
from steady conditions of processes. Shang et al. (2018)
developed a tailored recursive SFA (RSFA) algorithm and
an adaptive monitoring method by considering the time-
varying dynamic behavior of process variables. However,
SFA focuses only on first order dynamics, which makes the
dynamic information inadequate.

Dynamic latent variable (DLV) methods were proposed
to extract the dynamic components. Li et al. (2011,
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2014) proposed a DLV modeling algorithm and an im-
proved structured dynamic PCA algorithm. The former
method extracts latent variables by maximizing the auto-
covariance between samples and their delayed augmenta-
tion, while the latter one maximizes the variance of the
delayed samples. Then both methods establish a vector
auto-regressive (VAR) model for latent variables to repre-
sent dynamic relationships. Further, Dong and Qin (2018);
Dong et al. (2020) proposed DiPCA and DiCCA methods
and designed a model structure that ensures the objective
of the outer dynamic latent variable extraction model is
consistent with the inner latent variable prediction model,
making the extracted dynamic components interpretable.

Currently, to the best of our knowledge, no existing DLV
methods can address the time-varying nature of processes.
In this paper, we take the advantages of DiPCA to investi-
gate adaptive modeling methods for dynamic time-varying
processes. Specifically, we propose a recursive DiPCA that
greatly reduces the computational costs of model updat-
ing by consistently updating the mean and variance of
the sample and augmented sample vectors. Therefore, the
auto-covariance matrices are updated in an efficient way
that only calculation on new samples is required. The
corresponding efficient deflation method is also given to ex-
tract multiple DLVs. In addition, a recursive initialization
method is proposed to further accelerate the computation
by reducing the iteration times in solving the optimization
problem.

The subsequent parts of this paper are organized as fol-
lows. Section 2 reviews the dynamic-inner principal com-
ponent analysis method. Section 3 introduces the proposed
the recursive dynamic-inner principal component analysis
algorithm. Section 4 gives experiments with simulation
data and industrial data. In Section 5 we discuss the
conclusions.

2. DYNAMIC-INNER PRINCIPAL COMPONENT
ANALYSIS

2.1 Objective Function

The optimization problem of DiPCA can be formally
described as follows. Let x;, be a m x 1 time series at
time h where the dynamics are concentrated in a subspace
spanned by P, then it can be represented by

x, = Pty + €. (1)
The [-dimensional (I < m) dynamic latent vector t
contains all the dynamics in xj,.

By focusing on the first dynamic latent variable, we have
a scalar AR inner model as

th = Bith—1+ -+ Bslh—s + 1, (2)

with the latent variable extracted from the original vari-
ables by a linear outer model as

th = xiw. (3)

Then the prediction of #; formed according to (2) can be
written as

i:h = QC£71W51 + w}{;QWﬂQ + -+ wgfswﬁs

27 ] (Bow), @

= [2h_y xps -

where 8 = [B1 B2 --- Bs).
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If raw samples are collected as a data block
T
XO=[2f &S - 20 ],
0 0 .0 0 T ; (5)
X, = [:13Z T :cHNA] yfori=1,...,s+1.
For easy representation, we refer to the current model as
the kth model. Then the data should be standardized
before model building using the current mean vector
bi and a diagonal matrix 3¥j containing the standard
deviations as

X = (X° — 1,4nb])S
X; = (X{ - 1xbi)= 1,

where
1
b, = X7,
k S+N( ) +N>
1= 1 11" eRI, for j=N,s+N,

Xy =diag(og,1,0k2: s Oh,m),

The element o}, ; in X, denotes the standard deviation of
the ¢th variable.
Then define

Xk - XS+17

Zi = [Xs Xso1

R;” = Z{ X, /(N - 1),
where R}” essentially contains a series of auto-covariance
matrices of the standardized x;, from lag 1 to lag s.

Xl]

9

Aiming to extract explicit dynamic latent relations,
DiPCA objective function maximizes the covariance be-
tween t;, and ¢, which can further be derived as

max. w!(RI")T(B®w)
w3 (©)
st wll =1, I8 =1.

2.2 Algorithm

According to Dong and Qin (2018), the optimization prob-
lem (6) can be solved by inducting Lagrangian multipliers.
The key parameters w and 3 for one DLV extraction can
be obtained using the following algorithm.

Algorithm 1 Iterative algorithm to solve problem (6).

Input: R;* and order s
1: Initialize a random unit vector w
2: repeat
3 B=(T 2w Rw
x B=p/8]
5 Find w as the eigenvector corresponding to the
largest eigenvalue of (R:*)T (B®1,,)+(B&1,) T R:®
6: until convergence
Output: Parameters w and 8

After solving w and 3, the predicted DLV can be obtained
by a inner model

~

ts+1 = alts + a2tsfl +--- 4+ Oéstl, (7)
where
The coefficients o = [ g - -+ aS]T is the least square

solution by
a = (TT) TS ter1, (9)
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where

Ty = [ty teoy -+ t1] = Zy(L, @ w).

To extract the next DLV, the data matrix should be
deflated to remove the impact from the current DLV,
t = Xw, as

(10)

X :=X —tp’, (11)
where the loading vector p is calculated as
p=XTt/t"t. (12)

Then the deflated X can form X and Zj. The next DLV
can be extracted by repeating the same algorithm above.

3. RECURSIVE DYNAMIC-INNER PRINCIPAL
COMPONENT ANALYSIS

If a new DiPCA model is required when new raw samples
are collected after the initial samples as

X ew = [93(S)+N+1 $2+N+2 5"8+N+L}T7 (13)
a direct way is to repeat the processes in Section 2.1 by
adding the new raw samples in (5) to re-organize the whole
data matrix as

(14)

Considering the time complexity, this approach has to
calculate all the required relations of Xz 41- For space
complexity, the algorithm has to memorize the old data
matrix. Undoubtedly, its computational costs increase
rapidly when the model updates over and over.

By noticing that the calculation procedure of Algorithm 1
is only related to R}, a recursive algorithm is proposed
to efficiently update the model by keeping and updating
the autocovariance matrices as follow.

3.1 Recursive Updating of Autocovariance Matrices

In order to update the autocovariance matrices, the mean
and variance update strategy is first explored. The up-
dated mean vector can be represented with relation to the
initial mean vector as

(15)

b1 = s+ N by o+ (XD,,) " 1]

1
s+ N+ L
The recursive calculation of the standard deviation of the
jth original variable is
(s+N+L- =(s+ N —1)o} ; +

+ X (5.5) = 1ebea (G117,
where Aby11 = bgy1 — bi; bp+1(j) and Abgy1(j) are the
j-th elements of the corresponding vectors; X9, (:,7) is

the j-th column of X?_ . The detailed derivation can be
found in Li et al. (2000).

Then the standardized X9 41 is calculated by
Xpt1 = (X2+1 -1
where Xj11 = diag(Ok+1,1, k41,2, "

1)Ul%+1,j

s+ N+LbE1) Dh s (17)
) O'k-i-l,m)-

To update the autocovariance matrices, which is essen-
tially equivalent to the update of R;”, X, and Zj;, should
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(s + N)Ab, 1 ()

be updated in advance. The derivation of the recursive
update of Xp41 is

[ X2+1 T -
Xp1 = X0 —Inirbyiy EkJrl
[[XeSk + 1yb!
- { * I;(O N k] - 1N+Lb£+1:| o5 (18)
— X’fzkszrl 1NAbk+1 k+1]
where X0 = (X9, — ka)EI;l
Z%H is formed with X,CJrl as
ZO
Zk+1 — |:Z9Lew:| [} (19)
where
Zg = [X(s) Xs 1 X(l)] ’
5'38+N $2+N—1 3’3(1)\/+1
Z?ww: R
$2+N+L—1 $(5)+N+L—2 m?V-‘rL

The blocks in Z_ | should have the same by and Xy

as X, since they are submatrices of XY ,. Therefore,
the following intermediate vector and matrix can be intro-
duced

apt1 = 15 @ bra,

Err1 =L ® 3k
Then, the recursive update of Z1 is calculated as

= =1 T =-1

LpBrBiiy — InAag 1By

Lit1 = (20)

new

where
Aapi =apt —ap = 1, ® Abgq,
Znew = (ZO

T \e=—1
new 1Lak+1)“k+1'

Following by the update of Zy11 and Zjy1, the update of
R}’ that consists of autocovariance matrices from lag 1
to lag s can be expressed as

1

b1 :mZ£+1Xk+1
N -1 =1 = pzz -1
SN L1k SRR S
1 = T
- m=k+1~kz F1NAbL Z
1 (21)
_ m‘—‘k-q-lAak-i-llNszkEk-&-l
N — _
+ Z\[_,'_T:‘k-&l-lAak-HAbg—o—lEk-ﬁl-l
1
N1 Znew e

Regarding the above relation, we can have the following
assumption in most cases of industrial process data:

(1) The number of samples for training is large such
that N >> s > 1. Then we have ﬁZle ~ 0,
1T vXg ~ 0, and therefore

]' —— —1
]V—i—T: 1|_|ka lNAbk+12k+1 N()?

1
N+L-1

N+L 1

(22)
E,;ilAak_H 1%Xk2k2,:il ~ 0.
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(2) The amount of new samples is much less than that

of the initial samples N >> L, and perturbation on the

variance is not significant, then
Er8ii1 ~ Lo,

(23)
Ekzk—i-l ~In

(3) Old samples are exponentially ignored as they do
not represent the current process when process dynamics
changes. The recursive calculations for (15) and (16) with
a forgetting factor u are:

bk+1 :,Ubk + (1 - ) (X?va)TlL7
Ok+1,5 =u(0i,j + (s + N)Abk+1(j))
1 . .
+(1- H)ZHX%ew(i,J) — b ()%

(24)

Therefore, the recursive calculation of Rf%; in (21) re-
duces to

i =0 (R + L@ (B, Ak Ab 3 )

+ (1 - )Lz'rj;ew

By now, a new DLV that describes the current dynamics
can be obtained by Algorithm 1.

25
Xnew . ( )

3.2 Recursive Parameter Initialization

Recall that in Algorithm 1, the initialization of the param-
eter w exerts a great influence on the convergence speed.
To reduce the computational costs further, a recursive
parameter initialization strategy is proposed here.

When the projection matrix Wy = [w}ﬁwi, e wk] of
the k-th model is known, where [ is the number of DLVs,
we initialize the first w of the (k + 1)-th model as

W11c+1 = w,lc. (26)

After the i-th vector w};H of the (k + 1)-th model is

obtained, where i = 1,2,--- , 1 — 1, the W;cj_ll of the next
DLV is initialized as

W;‘c-i-l = [Wi+lawi+l7 e 7W;;c+1}
W;:ﬁ = (Im - Wi (Wig) )W?_lv (27)
witn = wily/Iwilal

Obviously, the orthogonality of W, are maintained from
(27).

3.8 Deflation
After one DLV is extracted with the updated R;%, this
component should be removed from the data when another

DLV is required. According to (12), the loading vector p
can be calculated with the current Xy, as

p= X£+1Xk+1W _ Ry, w (28)
WTX£+1Xk+1W wIR{" W

where Rj% | = X{ Xp41/(N+s+L—1).

Similar to (25), the covariance matrix R§%, can be up-
dated recursively as
—1 T -1
wi = (RE" + EkJrlAbk-‘rlAbk-i-lszrl)

+ (1 - )sz;ew

29
Xnew7 ( )
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Therefore, the calculation of p can be achieved after
updating Rkil

Once p is calculated, Zy41 and X1 can be deflated using
p as in (11), which in turn leads to a deflation in R}% , as

i = 2 — e (L@ WPT)] [Xps1 — Xpy1wp' ]
=Rj%, — (L@ wp")"R;%, — R}, wp”"
+ (L, @wp") Ri% wp'.
(30)

In addition, it can be inferred from (28) that the covariance
matrix Ry, should also be deflated such that the next p
can be calculated. The deflation of Ry is

RZTH = [XIH—I
Rlc-i—l

- Xk+1WPT}T [(Xps1 — Xpr1wp” ]

2Rk+1""13 + (wp")” Rk+1WP
(31)

3.4 Inner model

The least square solution of the inner model (9) can be
rewritten as

a=(Leow) RFLow)™"
where R} = Z{ Zy /(N — 1).

Therefore, it can be calculated by the recursive update of
R}%, as

(I, @ w)TR"w, (32)

vt (1 1H® (El;-il-lAkaAngrlzlz—il-l))

+ (1 - )szewzﬂew

) :N(

(33)

When the inner model of the next DLV is required, R} |
should be deflated as

P :_Zk+lzk+1

=R;5; 2R (Li® wp’)

+ (L @wp') Ri%, (I @ wp'),
[Zi1 — Zys1(Is @ wpT)].

So far, the RDiPCA algorithm can be organized as Al-
gorithm 2. We can conclude that multiple DLVs and the
corresponding inner model can be updated with the re-
cursive update of R7% |, R{%,, and R}? ;. Additionally,
for space complexity, RDiPCA only needs to memorize
the three matrices Ri”, R{", R;?, and the corresponding
mean vector and standard deviation. More importantly,
the computational costs of updating these matrices will
not increase since the scales of these data matrices do not
accumulate.

(34)

where Zk:+1 =

4. CASE STUDY

We conduct experiments on a numerical case and a
wastewater treatment plant case to find out the effective-
ness of the proposed method. By comparing with DiPCA
without update (DiPCA-N) and direct update (DiPCA-
D), the RDiPCA achieves significant improvement in time-
varying DLV extraction, computational costs, and predic-
tion accuracy.
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Algorithm 2 RDiPCA algorithm to extract multiple
DLVs.
Input: Previous model R*, R7", R;?, by, X, Wy; new
raw samples X9+ order s; number of DLVs [

1: Update by, X1 using (15), (16)

2: Update Rf% |, R2 |, R7%, using (25), (29), (33)

3: fori=1,2,---,l do

4: if i =1 then

5: Initialize wj_ , using (26)

6: else

7: Initialize wj_ , using (27)

8  end if

9: repeat
10: B' =L ow) 'Ry, w
1 B=pY8
12: w' is the eigenvector corresponding to the largest

eigenvalue of (R7%,)7(8' @ I,) + (B' ® L,)TR;" |

13: wii=w'/||w||

14:  until convergence ' '
15:  Inner model o' = ((I,@w') TR, (L, ow’)) 1 (L,®

Wi)TRiilwi
16:  Deflation using (30), (31), (34)
17: end for

Output: Updated model R;%,, R{%,, RiZ,, bri1,
Ykt1, Wit

4.1 Numerical case

In this numerical case, tj is generated from a time-varying
vector auto-regression process, and Xy, is generated from a
latent variable model as

ty, = Atp_1 + vy
i = Pty + e,
where v, € R ~ N([0,1%]), ex € R ~ N([0,12]),
and P € R!©*3 gampling from R10*3 N([0,12]).
Then samples are continuously generated from a initial
coefficient matrix A to a updated coefficient matrix Ao,
where
05 0 0 09 0 0
A1:<0 0.4 O), A2:<0 0.4 O).
0 0 0.3 0 0 0.3

22000 samples are generated in total and the coefficient
matrix changes at the 20000-th point. We choose s = 1
and [ = 3 to fit the models.

Fig. 1 shows the DLVs extraction results of several meth-
ods. By comparing the auto-correlation of the DLVs and
the corresponding dynamic error (DR), it can be concluded
that when dynamic changes, DiPCA-N and DiPCA-D can
not accurately extract and model the auto-correlation of
the first DLV, resulting in time-dependent DR. Meanwhile,
RDiPCA extracts all the dynamics in DLVs. Fig. 2 il-
lustrates the prediction results on the first variable (X1).
RDiPCA shows its best prediction accuracy among these
methods.

Table 1 summarizes several indices of these methods,
where RDiPCA has the best performance in terms of
smaller mean square error (MSE), more accurate eigen-
values and lower computational costs. Notably, despite the
number of initial samples is quite large, the Computational
Time (CT) of RDiPCA is not affected. This demonstrates

689

DLVI DLV2 DLV3 DRI DR2 DR3
<
£ e B
§ g
%;; mﬂﬂﬂm | —— hﬂﬁﬂwﬂ y mmm — o 8
) HHWWWT [ [ - ez 3

0 10 20
Lag

Fig. 1. DLVs extraction results when dynamic changes.
DLV(k) means the k-th dynamic latent variable.
DR(k) means the k-th dynamic error.

RDiPCA ensures the CT on covariance matrices not in-
crease as model updates.

Table 1. Performance comparison between dif-
ferent methods in simulation data.

cT MSE eigenvalues
DiPCA-N | 0.010403s | 0.6224 | 0.4919 | 0.4004 | 0.3207
DiPCA-D | 0.010499s | 0.5908 | 0.5226 | 0.4002 | 0.3176
RDiPCA |0.001272s | 0.5050 | 0.8936 | 0.4024 | 0.3045
Real 0.9 0.4 0.3

4.2 Wastewater treatment plant-BSM1

This is a Benchmark Simulation Model 1 (BSM1) de-
veloped by the International Water Association (IWA),
which aims to realize a long-term simulation study in the
whole wastewater treatment plant (WWTP). A number
of researches related to chemical engineering have been
taken on this dataset to verify their effectiveness in process
modeling, control, and monitoring. In this case, 17 process
variables (PV1-17) are used, and 4000 continuous samples
with time-varying dynamics are collected. The first 2700
samples are used to train an initial model, followed by 500
samples to update it, and the last 800 to test.

After normalizing with the same scaling, we compare the
prediction performance of the three methods. Fig. 3 shows
the prediction results on PV1. It can seen that RDiPCA
prediction is the closest to the real value, especially on the
peak points. Table 2 shows the corresponding MSEs of all
the process variables and CTs. It illustrates RDiPCA is
able to capture the dynamic changes more appropriately
while costs less time to update the model.

Table 2. Performance comparison between dif-
ferent methods in steam process data.

CT MSE
DiPCA-N | 0.011282s | 0.7193
DiPCA-D | 0.013447s | 0.3717
RDiPCA | 0.005570s | 0.0698

5. CONCLUSION

In this paper, an RDiPCA is proposed to model high-
dimensional, dynamic, and time-varying processes. Model
performances are maintained via a recursive update strat-
egy to follow process dynamic changes. Meanwhile, the
low computational costs of RDiPCA make online updates
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Fig. 2. Prediction with lower dimensional dynamics on the first variable of simulation data.
5 —+— Real value 5 —— Real value 3 ——— Real value
— RDIiPCA —— DiPCA-D — DIiPCA-N

4 4 4
3 3
2 2

1 1
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Fig. 3. Prediction with lower dimensional dynamics on the MV8 of steam process data.

of the dynamic model feasible. RDiPCA, therefore, can
be directly used to model and monitor nonstationary pro-
cesses. Case studies on a numerical and a wastewater treat-

ment plant demonstrate the effectiveness of the proposed
RDiPCA algorithm.
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