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Abstract: Periodic control uses zero mean parametric excitation as a tool to influence the
transient behavior of a dynamical system. Unlike conventional methods, based on feedback or
feedforward principles, the method of periodic control may not require any measurement of
the deviations or disturbances to stabilize an unstable system. The choice of amplitude and
frequency in periodic control provides two additional degrees of freedom to stabilize an open-
loop system. Stability analysis of periodically forced systems is often limited to linearization
methods. This is often not sufficient to assess the global properties of a non-linear system
like finding the region of convergence. In this paper, forced oscillations are introduced in the
input flow rates of a continuous stirred-tank reactor (CSTR) to operate the process around an
unstable point. We use Lyapunov analysis to demonstrate the exponential stability of a CSTR
system under the operation of periodic control. For exponentially convergent systems, we derive
a theorem to estimate the region of convergence and show that the rate of convergence for a
system under weak oscillations is almost the same as that of its averaged system. Numerical
simulations of a propylene glycol process are carried out to illustrate the exponential stability
of periodic control and verify the results of our analysis.

Keywords: Batch process, CSTR, periodic control, open-loop control, lyapunov stability,
exponential stability

1. INTRODUCTION

Traditionally, automatic control of a dynamical system has
been accomplished using principles from feedforward and
feedback control. In systems where closed-loop control can
be difficult to achieve due to lack of critical measurement
data or imperfect models, open-loop periodic control is
a viable alternative. The stabilizing effect of vibrations
was first studied in a pendulum where it was observed
that vibrating the suspension point of a pendulum in a
vertical line with a reasonably high frequency can stabilize
the unstable equilibrium position (Kapitza, 1965). Since
then, periodic control has found applications in many
areas of electrical systems (Caruntu and Martinez, 2014;
Bucolo et al., 2019), mechanical systems (Tahmasian and
Katrahmani, 2020; Suttner, 2019), robotics (Yabuno and
Kobayashi, 2020; Taha and Kiani, 2019) and also biological

systems (Ramı́rez-Ávila et al., 2019; Ghanaatpishe et al.,
2018).

The theory for periodic control was introduced by Meerkov
(1973, 1977, 1980), where he discussed the necessary and
sufficient conditions for periodic stabilizability and con-
trollability of linear systems. His papers relied on results
from averaging theory to study the slow varying dynam-
ics of oscillating systems (Bogoliubov and Mitropolsky,
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1961). Bentsman et al. (1989) extended the applications
of periodic control to linear systems with time delay and
established their robustness conditions using numerical
simulations. Lee et al. (1987) and Kabamba et al. (1998)
demonstrated the capabilities of using periodic control in
reassigning the poles and zeros of a system. Moreau and
Aeyels (2004) showed that is is possible to increase the
region of stability for linear time-invariant single input
single output systems by using a periodic gain. Berg and
Wickramasinghe (2015) proposed the use of stability maps
to analyse systems using low frequency inputs. Cheng et al.
(2018) demonstrates the robustness of periodic control
systems and used the method of weak averaging to show
input-to-state stability for bounded disturbances.

In the area of non-linear systems, Bellman et al. (1986a,b)
developed the periodic control theory for linear multiplica-
tive and vector additive form of oscillations. Bellman et al.
(1983) applied periodic control to systems with Arrhenius
dynamics, to study the effects of sufficiently fast oscillation
in improving stability. Shapiro and Zinn (1997) extended
the applicability of periodic control by using nonlinear
oscillations, which allowed for a larger class of engineering
systems to be open-loop stabilized. Baillieul (1993, 1995)
applied periodic control to mechanical systems described
by Lagrangian models and Hamiltonian models. To an-
alyze stability of these systems, he used the notion of
averaged potential by directly averaging the Hamiltonian
function. Bullo (2002) provides sufficient conditions, under



which periodic control of a mechanical system can be
described using an averaged potential. Cheng et al. (2018)
used a Lyapunov based sampling method to determine
upper bounds on the disturbances for nonlinear systems
stabilized using periodic control.

In many chemical reactor systems, the use of periodic con-
trol has been known to improve performance by increasing
process yields and stability (Silveston and Hudgins, 2012).
Cinar et al. (1986, 1987, 1988) conducted experiments and
carried out theoretical analysis of a simplified continuous
stirred-tank reactor (CSTR) model to test the effects
of periodic inputs. Sterman and Ydstie (1990a,b, 1991)
used averaging and second order perturbation methods
to analyze periodically operated CSTRs for multi-input
and reversible processes. Heidarinejad et al. (2012) found
periodic operation to be the best practical choice in max-
imizing the average production rate. Zuyev et al. (2017)
came to a similar conclusion for the optimal control design
of a particular family of reaction systems in a CSTR.
Nikolić et al. (2020) used nonlinear frequency response
method for evaluating the time-average performance of a
CSTR subjected to two periodic inputs.

To the best of our knowledge, the stability of periodically
forced CSTR systems has only been carried out locally
through linearization. This may serve as a limitation, since
the knowledge on the size of the stability regions is often
required for practical applications. Moreover, the time-
varying output of a periodically forced process can be
difficult track. Therefore, knowledge on the convergence
and behaviour of the output under periodic control can be
useful. In this paper, we provide global stability analysis of
a non-isothermal CSTR system by choosing the squared
average error function as a candidate for the Lyapunov
function. A Lyapunov transformation is used as a map
between the state and the slow varying variable. This
allows us to track the periodic output of the CSTR
process from the trajectory of the averaged equation.
Additionally, Lyapunov analysis can be used to prove
exponential convergence of the CSTR to a periodic orbit
and provide an upper bound on its rate of convergence.

The paper will be divided into 3 parts. Section 2 presents
the problem setup and uses variation of constants to come
up with a Lyapunov transformation. Section 2.2 recalls
the theorem of averaging and provides a theorem to es-
timate stability regions and convergence rates of weakly
periodic systems. Section 3 applies the Lyapunov transfor-
mation and the theory of averaging to a propylene glycol
production process. Section 3.1 analyzes the stability of
the averaged CSTR system using Lyapunov analysis and
provides numerical results on the exponential convergence
of a CSTR under the action of periodic control.

2. MATHEMATICAL THEORY

Consider a nonlinear equation of the form

dx

dt
= X(x),

where t is time, x is a state, x = {x1, ..., xn} and X is
a vector-valued function, X = {X1, ..., Xn}. Introduce in
this equation periodic forcing of the form

dx

dt
= X(x) +B

(
t

ε

)
x, (1)

where 0 < ε � 1 and B(t/ε) is a periodic zero-mean
matrix. The theorem of averaging can be directly applied
to (1) but requires the inclusion of higher order terms for
a notable approximation (Taha et al., 2015). Instead we
transform x into a slow varying variable using the variation
of constants.

2.1 Variation of constants

Using the method of variation of constants, we seek a
solution to (1) depending on a ‘fast’ time scale variable
τ = t/ε and a ‘slow’ time scale variable t:

x = x(t, τ).

Then x(t, T ) satisfies the equation

∂x

∂t
+

1

ε

∂x

∂τ
= X(x) +B(τ)x. (2)

Isolating the variables involving fast time scales we arrive
at:

1

ε

∂x

∂τ
= B(τ)x, (3)

x(t, τ) = Φ(τ, ε)y(t), (4)

where Φ(T, ε) is the principle fundamental matrix of (3)
and y(t) is a slow varying transformation of x(t, τ). Since
Φ(T, ε) is periodic and bounded, y(t) is a Lyapunov
(stabilility preserving) transformation of x(t). Substituting
equation (4) into (2):

dy

dt
= Φ(τ, ε)−1X

(
Φ(τ, ε)y

)
= Y (y, t, ε). (5)

2.2 Theorem of Averaging

In this section we present some mathematical results re-
lated to the theory of averaging. These results have been
put together from Bogoliubov and Mitropolsky (1961), and
Guckenheimer and Holmes (2013) with some modest mod-
ifications to determine the convergence rate of periodic
control to a stationary solution and to provide the region
of convergence.

Lemma 1. Given a system of ordinary differential equa-
tions of the form (5), we shall seek a change of variables
of the form

y = z + εu(z, t, ε),

such that (5) becomes

dz

dt
= Y0(z) + εY1(z, t, ε), (6)

where Y0 is slow varying part of Y and Y1 is a periodic
functions with same frequency as B(τ). Additionally, the
system of first approximation:

dz

dt
= Y0(z), (7)

for the same set of initial conditions is related to (5) by
‖y(t)−z(t)‖ = O(ε), ∀t ∈ [0,∞) when (7) is asymptotically
stable or on the time scale 1/ε otherwise.

Proof. The proof for this lemma is outlined in Theorem
4.1.1 of Guckenheimer and Holmes (2013).



When periodic control is applied, the stability of the sys-
tem is often analyzed using the averaged equation. There-
fore, it is desirable to know if the asymptotic stability of
the averaged autonomous system (7) implies the existence
of a stationary solution to the periodic equation (5) which
is also asymptotically stable. This stems from the intuition
that for small ε the dynamics of the system is dominantly
influenced by Y0, which is asymptotically stable. In the
next theorem, we provide a proof to determine the region
of convergence when an asymptotically stable fixed point
is perturbed using weak non-linear oscillations.

Theorem 2. If zs is an exponentially stable equilibrium
point of (7) in Uρ, where Uρ is the region of convergence,
then for any δ < ρ, there exists an ε′ such that for any
ε < ε′, a unique stationary solution y∗(t) to (6) exists and
any trajectory y(t) ∈ Uδ exponentially converges to y∗(t)
with the same rate of convergence.

Proof. The Proof for this theorem is outlined in Ap-
pendix A.

3. SPECIFIC EXAMPLE: CSTR

Consider a non-isothermal CSTR used to carry out the
production of propylene glycol by the hydrolysis of propy-
lene oxide with sulphuric acid as a catalyst. Water is
supplied in excess, so the rate of reaction is first-order in
propylene oxide concentration (CA). The reactor mole and
energy balance, assuming perfect mixing, constant volume,
and neglecting changes in the kinetic and potential energy
is

dCA
dt′

=
F

V
(CAf − CA)− k0 exp(−Ea/RT )CA (8)

dT

dt′
=
F

V
(Tf − T ) + (−∆H)k0 exp(−Ea/RT )CA

− h(T − Tj) (9)

This system has the following parameter values (Bequette,
2003):

Ea = 32, 400 Btu/lbmol k0 = 16.96 × 1012 hr−1

h = 0.9 hr−1 Tf = 60◦F = 519.67R

V = 500 ft3 Caf = 0.132 lbmol/ft3

Tj = 68.378◦F = 528.048R F̄ = 2000ft3/hr
−∆H = 732.4 ◦F ft3/lbmol R = 1.987 Btu/lbmol◦F

The reactor is designed with an operating flow rate of
2000 ft3/hr, and a desired conversion of 50% (CA =

0.066 lbmol/ft
3
), resulting in a reactor temperature of

101.1◦F. At the designed flow-rate the reactor exhibits
multiple steady-state behaviour as shown in Fig. 1. It can
be shown that the intermediate temperature, which is our
desired operating condition, is unstable. Since the reactor
is open-loop unstable, conventional theory would dictate
that the reactor can only be operated at 101.1◦F using a
closed-loop control.

We now investigate the feasibility of stabilizing the un-
stable operating point using periodic control. The main
advantage here being that periodic control does not re-
quire any measurements for stabilizability. We oscillate the
flowrate about a mean value, F = F0(1 + C sinωt′).

Fig. 1. Steady state characteristic curve of (8)

dCA
dt′

=
F̄0(1 + C sinωt′)

V
(CAf − CA) (10)

− k0 exp(−Ea/RT )CA

dT

dt′
=
F̄0(1 + C sinωt′)

V
(Tf − T ) (11)

+ (−∆H)k0 exp(−Ea/RT )CA − h(T − Tj)
Figure 2 demonstrates the behaviour of the CSTR system
for large and small amplitudes of C = 0.5 and C = 0.2.
Throughout this study we will compare the stability of
these two test cases to verify the application of our theory.

Equations (10) and (11) can be reduced to a dimensionless
form as:
dx1
dt

=− (1 + C sinωtrt)x1

+ Da(1− x1) exp{γx2/(1 + x2)},
dx2
dt

=− (1 + C sinωtrt)x2

+ B Da(1− x1) exp{γx2/(1 + x2)} − β(x2 − δj),
where

x1 =
(CAf − CA)

CAf
x2 =

(T − Tf )

Tf
tr = V/F̄0

t = t′/tr γ =
E

RTf
Da = k0e

−γtr

B =
(−∆H)CAf

Tf
β = htr δj =

Tj − Tf
Tf

.

This can be rearranged to a standard linear multiplicative
form:

dx

dt
= X(x) +B (τ)x, (12)

where x = {x1, x2}, ε = (ωtr)
−1, τ = t/ε and

X(x) =[
−x1 + Da(1− x1) exp{γx2/(1 + x2)}

−x2 + B Da(1− x1) exp{γx2/(1 + x2)} − β(x2 − δj)

]
,

B(τ) =

[
−C sin(τ) 0

0 −C sin(τ)

]
.

The principle fundamental matrix for such a system is
calculated as:



(a) forced oscillations at large amplitude of C=0.5 (b) forced oscillation at small amplitude of C=0.2

Fig. 2. Response of a CSTR system to small and large amplitude periodic input

Φ(τ, α) =

[
eα cos(τ) 0

0 eα cos(τ)

]
, (13)

where α = εC is taken to be an independent parameter,
regulated by controlling the amplitude of oscillations.
Using Φ(τ, α) as the choice of a Lyapunov transformation,
we transform (12) into a slow varying system

dy

dt
= Φ(τ, α)−1X

(
Φ(τ, α)y

)
(14)

To obtain an autonomous first order approximation of
(14), we expand the matrix exponentials of (14) and collect
the means of each term upto an accuracy of O(α4)

dz

dt
= X(z) + σ2Y (z), (15)

where, σ2 = C2/4ω2 and Y (z) = [Y1(z), Y2(z)]T , with

Y1(z) =

Da exp{γz2/(1 + z2)}
(1 + z2)4

×
[
1 + (4− γ − γz1)z2

+ (6− 4γ + γ2 − γ2z1)z22 + (4− 3γ + γz1)z32 + z42

]
Y2(z) = βδj + B Y1(z)

Figure 3 shows a qualitative agreement of the average
system with the periodic behaviour of the CSTR. The
colored curves denote the forced oscillating solutions of
(12). The solid black curve represents the solution of
the averaged equation (15). Given the dynamics of the
average equation, it is possible to estimate the behaviour
of the oscillating solution by performing the Lyapunov
transformation on the averaged solution. This estimate is
illustrated as a dotted black curve and is calculated using

x̂(t) = Φ(τ, α)z(t).

Since Φ(τ, α) is bounded and z(t) converges to a stable
equilibrium, |x̂(t)− x(t)| = O(ε), ∀t ∈ [0,∞).

3.1 Averaged Lyapunov function

Consider the following candidate for a Lyapunov function:

W (z) = zT z.

For the sake of convenience, we use an overline to denote
the difference operator. Therefore, f(z) = f(z) − f(zs),

where zs is the required operating point. The time deriva-
tive of this function gives us,

Ẇ (z) = zT
(
dz

dt

)
+

(
dz

dt

)T
z

= zT (X(z) + σ2Y (z)) + (X(z) + σ2Y (z))T z

Now, X(z) = P (z2)z, where P (z2) is defined as−1−Daeγz2/(1+z2) Da

z2
(1− z1s)e(γz2/(1+z2)

−BDaeγz2/(1+z2) −1− β +
Da

z2
(1− z1s)e(γz2/(1+z2)


and Y (z) = Da Q(z2)z where Q(z2) is given by γz2e(γz2/(1+z2)

(z22 − γz2 − 1)

(1 + z2)4
(1− z1s)

z2
e(γz2/(1+z2)

Bγz2e(γz2/(1+z2)
(z22 − γz2 − 1)

(1 + z2)4
B

(1− z1s)
z2

e(γz2/(1+z2)


Therefore,

Ẇ (z) = zT [P (z2) + P (z2)T +Daσ2(Q(z2) +Q(z2)T )]z

≤ λmax(z2)W (z)

≤ λW (z),

where λmax(z2) is the combined maximum eigenvalue of
the symmetric matrices inside the square brackets and

λ =
(

supz2∈Uρ
λmax(z2)

)
. If λmax(z2) is negative for all

values of z2 inside a region of convergence then from
Theorem 2, we can conclude that there exists a stationary
periodic orbit x∗(t) inside this region. In addition, we also
conclude that any solution x(t) to (12) starting within
the region of convergence exponentially converges to this
stationary orbit as ‖x(t)− x∗(t)‖ ≤ Ke−λt.
Figure 4 plots the largest eigenvalues for the two test cases.
This plot allows us to see the region of convergence by
looking at when the largest eigenvalue of the system is
negative. We see that for small amplitude oscillations the
region around the operating point of T = 101.1◦F has
positive eigenvalue and is therefore unstable.



(a) Temperature variation plot for large amplitude forcing of
C=0.5

(b) Temperature variation plot for small amplitude forcing of
C=0.2

Fig. 3. The orange and purple curves denote the time varying response of the CSTR system to large and small amplitude
inputs, respectively. Solid black line denotes the solution to the averaged equation. The dotted black curve is an
estimate of the time varying response calculated using the average solution.

Fig. 4. Orange curve denotes the largest eigenvalue for
C=0.5 and purple for C=0.2 respectively
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Appendix A. PROOF OF THEOREM 2

Without loss of generality, assume zs = 0. Consider a flow
map φ, starting from a point y0 ∈ Uδ, describing a unique
solution to (7). Since the flow is described inside a region
of exponential convergence, it should satisfy

|φ(t− s)| ≤ e−λ(t−s) ∀ s ≤ t, t ∈ R.
We define an integro-differential equation

y(t) = φ(t)y0 +

∫ s

0

εφ(t− s)Y1(y, s, ε)ds.

Clearly, y(t) is a solution to (6). Furthermore, we assume
Y1 to be Lipschitz in y. In general, Y1 is Cr when Y is Cr

in y. With this we can write

|Y1(y, t, ε)− Y1(y′, t, ε)| ≤ µ(δ)|y − y′|,
where µ(δ) is the Lipschitz constant such that µ(δ) → 0
when δ → 0. We can show

|y − y′| ≤ |φ(t)|y0 − y′0|+∫ s

0

ε|φ(t− s)| |Y1(y, s, ε)− Y1(y′, s, ε)| ds

≤ e−λt|y0 − y′0|+
εµ(δ)

λ
|y − y′|∞.

From this we see that it is possible find an ε′(δ) such that
for any ε < ε′, εµ/λ < 1. Therefore we can find a constant
K such that

|y − y′| ≤ Ke−λt|y0 − y′0| (A.1)

Since (A.1) describes a contraction, by the contraction
mapping theorem, there exists a unique periodic orbit
y∗(t) inside Uδ. Additionally, from (A.1) we can show
that all trajectories starting within Uδ converge to y∗(t)
exponentially at the rate of λ.


