
 
 

 

 
Abstract— Two modeling paradigms have been shown to be 

effective in modeling the dynamics of multi-phase heat 
exchangers. The more complex finite control volume approach 
accurately captures the distributed nature of the system 
parameters; while the simpler moving boundary lumped 
parameter approach uses effective parameter values to create 
a more control-oriented model. However, parameter tuning of 
these simpler models can be time and data intensive. This 
paper presents an approach to apply model reduction 
techniques to the finite control volume models to extract an 
optimal choice of effective parameters for use in the simpler 
control oriented models.  The process can be repeated over a 
wide range of operating conditions to obtain maps of effective 
parameters which can be used to create a low-order, first 
principles nonlinear model of the dynamics. A key advantage 
of these approaches is retention of the physical nature of the 
system states which are lost when using standard model 
reduction procedures. 

I. INTRODUCTION 
With rising energy costs and growing environmental 

concerns there is an increasing push toward reducing 
energy consumption. Heating, ventilation, and air-
conditioning (HVAC) for the residential and commercial 
sectors consume 20% of total US energy [1], and air-
conditioning remains the largest source of peak electrical 
demand. Vapor compression cycle (VCC) systems are the 
most widely used method for residential, commercial, 
automotive, and industrial air-conditioning and 
refrigeration. Proper control is essential to minimizing 
energy usage while meeting changing demands for cooling 
capacity, and thus there is a critical need for control-
oriented dynamic models for prediction, analysis, and 
control design for these complex energy systems.  

In the simplest form, a VCC system consists of two heat 
exchangers, an expansion valve, and a compressor (Figure 
1). The fluid absorbs heat as it evaporates and then is 
compressed to a higher pressure where heat is rejected as 
the fluid condenses.  The fluid is then allowed to expand 
through a valve and return to the lower pressure. The 
dynamics are driven by fluctuating pressures of the two-
phase fluid in the heat exchangers, and fluctuating 
refrigerant mass flow rates through the compressor and 
expansion valve. An increasing amount of research is 
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devoted to the development of control-oriented models of 
vapor compression cycles [2],[3],[4],[5],[6].  The principal 
focus of these efforts is to accurately model the complex 
multi-phase fluid dynamics of the heat exchangers.  

 
Figure 1: Simple Vapor Compression Cycle System 
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Figure 2: P-h Diagram of Simple Vapor Compression Cycle 

 In the literature there are two principal approaches to 
constructing multi-phase fluid heat exchanger models.  The 
finite volume approach (FCV) discretizes the heat 
exchanger into a fixed number of control volumes, where 
conservation equations of mass, momentum, and energy are 
applied.  This approach is used extensively throughout the 
HVAC industry for steady state models, due to its ability to 
incorporate detailed geometric information and 
approximate the distributed nature of the many parameters 
and fluid properties, such as temperature profiles. 
 The disadvantage of the finite control volume approach 
for dynamic modeling is primarily the complexity of the 
resulting model. Even relatively low numbers of control 
volumes can easily lead to high order ODEs (a standard 
VCC could easily contain several hundred dynamic states).  
However, the dominant dynamic behavior of these systems 
is observed to be of relatively low order [7].  Thus, while 
the FCV approach accounts for detailed parameter 
information, the resulting dynamic model is not a minimal 
representation of the dynamics. 
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 The second modeling approach available in the literature 
is a moving boundary approach (MB). This approach, 
originally proposed by [8], divides the heat exchanger into 
time-varying control volumes, corresponding to the phase 
of the fluid.  For example, a typical condenser would be 
divided into three regions: superheated vapor, two-phase 
fluid, and subcooled liquid.  For each region the 
conservation equations are applied, and parameter values 
are lumped for each fluid region.  The resulting model is of 
relatively low order, captures the salient dynamic behavior, 
but requires the modeler to define many effective 
parameters.  While some of these lumped parameters have 
known bounds, the possible range of values can vary 
significantly.  For example, the heat transfer coefficient for 
the two-phase fluid can vary by more than an order of 
magnitude (Fig. 6). Although the MB approach results in a 
minimal representation of the system dynamics [7], 
accurate prediction relies on extensive tuning of the 
effective model parameters. 
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Figure 3: Parameter Identification Process 
 This paper seeks to bridge the gap between these two 
modeling paradigms by utilizing the more complex FCV 
models to determine the optimal choice of effective MB 
model parameters to ensure dynamic similarity between the 
more accurate FCV models, and the more control-oriented 
MB models.  This process is illustrated in Fig. 3.  Utilizing 
detailed information about the heat exchanger geometry 
and empirical correlations for distributed parameters, 
nonlinear FCV models are constructed using 1st principles.  
These are then linearized about a selected operating 
condition, and decomposed according to the dynamic mode 
type (e.g. conservation of refrigerant energy).  Numerical 
model reduction techniques are used to then reduce the 
number of dynamic modes to describe each mode type for 
each region.  The effective physical parameters are then 

extracted from the reduced order equations, using 
knowledge of the final equation form to recover the 
physical significance of the numerically reduced order 
model.  This approach is repeated for a range of operating 
conditions, and a nonlinear parameter map is created, and 
incorporated into the nonlinear MB model. 

The remainder of this paper is organized as follows.  
Moving Boundary and Finite Control Volume evaporator 
models are presented in Sections 2 and 3.  The derivation 
of the FCV model as a set of Ordinary Differential 
Equations (ODEs), rather than the typical set of 
Differential-Algebraic-Equations (DAEs) is a notable 
contribution in itself, and differs from most existing FCV 
models in the literature.  Linearization of both models is 
performed, but space constraints prevent the lengthy 
presentation of the resulting equations.  Section 4 presents 
the lumped parameter identification procedure, and 
illustrates how the nonlinear parameter maps are 
constructed.  The paper concludes with some remarks 
regarding the novelty and potential impact of the approach. 

II. MOVING BOUNDARY HEAT EXCHANGER MODELS 
The moving boundary (MB) approach to multi-phase 

heat exchanger modeling relies on several fundamental 
assumptions. First, despite the complexity of typical heat 
exchanger geometries (Fig. 4), the MB approach assumes 
one-dimensional fluid flow through a horizontal tube, with 
equivalent mass, surface areas, length, and volume (Fig. 5).  
Axial conduction is neglected, as is the pressure drop due 
to change in momentum (i.e. pressure is assumed to be 
uniform throughout the heat exchanger). 

 
Figure 4: Actual heat exchanger with multiple distribution paths 
and varied geometry 
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Figure 5: Idealized heat exchanger geometry  
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The standard derivation procedure requires the 
integration of the governing PDEs given in Eqs. 1-3 along 
the length of the heat exchanger to remove spatial 
dependence. The integration rule given in Eq. 4, commonly 
known as Leibniz’s equation, is used to handle the time-
varying boundary between the fluid regions. This approach 
can be tedious and requires a significant amount of 
algebraic manipulation. With some minor differences many 
authors use some form of this approach to model an 
evaporator in a subcritical cycle [9],[10],[11],[4],[12],[13].  
The fluid is assumed to enter as a two-phase mixture, and 
leave as a superheated vapor, and thus the model is divided 
into two regions. This model assumes a time-invariant 
mean void fraction in the two-phase region [9].  
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Due to space constraints, only selected results are 
presented here.  The interested reader is referred to [14] for 
a complete derivation of each of the equations and the 
associated nomenclature. For example, the conservation of 
refrigerant energy as applied to the two-phase regions is 
given in Eq. 5. 
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The final model can be written in the nonlinear state space 
form in Eq. 6 with the states and input vectors defined in 
Eqs. 7 and 8 respectively. A complete derivation and 
linearization, can be found in [15]. 
 ( ) ( )uxfxuxZ ,, =⋅ &  ( 6 ) 
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 [ ]Tairinairinoutin mThmmu &&& ,=  ( 8 ) 

III. FINITE CONTROL VOLUME HEAT EXCHANGER MODELS 
While several of the assumptions for the MB model are 

also applied to the FCV models, there is the potential for 
much greater accuracy due to more realistic geometric and 
parametric representations. Many in the HVAC industry 
have developed extremely detailed and accurate, if 
proprietary, steady state models of heat exchangers. 
Understandably, the dynamic counterparts to these models 
have found less use given their complexity and inability to 

execute in real-time.  However, the necessary information 
to construct a detailed dynamic FCV model can be assumed 
to be available. In this paper, we focus on the following:   

Heat Exchanger Geometry – Modern heat exchangers 
employ a variety of techniques to maximize heat transfer.  
In particular, the heat exchanger may use multiple fluid 
paths, which may branch into additional paths as the fluid 
evaporates to accommodate the increasing volume of fluid.  
Thus this changing geometry will affect several key 
physical parameters such as surface areas and cross-
sectional areas, and cannot be included in the MB models. 

Fluid Property Profiles – The MB method assumes 
average temperatures of the refrigerant and heat exchanger 
metal, effective two-phase fluid properties, such as 
enthalpy and density, and average single-phase properties.  
In reality, temperatures vary continuously throughout the 
heat exchanger, and slight variations in assumed two-phase 
properties can have a dramatic impact.  For example, a 1% 
change in mean void fraction (an effective parameter used 
to characterize the two phase fluid), can result in more than 
a 30% change in the total refrigerant mass assumed in the 
heat exchanger, which can greatly influence the dominant 
time constants of the system. 
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Figure 6: Plot of Heat Transfer Coefficient for 
Evaporating/Condensing Flows 

Heat Transfer Coefficients – Extensive and ongoing 
research attempts to develop empirical correlations for the 
rate of heat transfer as a function of temperature, pressure, 
fluid phase, heat flux, passage geometry, etc. For example, 
the Wattelet-Chato correlation for evaporating flows [16], 
and the Dobson-Chato correlation for condensing flows 
[17] are shown in Fig. 6.  Note that the heat transfer 
coefficient can change by an order of magnitude as the 
fluid changes phases (fluid quality is a relative measure of 
vapor and liquid content in a two-phase flow). 

FCV models have been presented previously in the 
literature (e.g. [2],[18],[19]).  However, because of the 
multi-time scale dynamics present, the governing equations 
are generally represented as a system of Differential-
Algebraic-Equations (DAEs).  In this paper, we present a 
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derivation wherein the governing equations are represented 
as a set of Ordinary Differential Equations (ODEs). 

The same governing PDEs described in Eqs. 1-3 are 
utilized, and integrated to remove spatial dependence.  
Although the resulting equations use lumped parameters for 
each assumed control region, by increasing the number of 
control volumes (i.e. increasing the level of discretization), 
the model approximates the distributed parametric nature of 
a real heat exchanger (Fig. 7). Assuming that the heat 
exchanger has been discretized into ‘n’ regions, the 
equations for conservation of refrigerant energy, 
conservation of heat exchanger wall energy, and 
conservation of refrigerant mass are shown in Eqs. 9-11.  
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Figure 7: FCV Evaporator Model Diagram 
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 Similar to the MB models, the conservation of mass 
equations are substituted into the conservation of 
refrigerant energy equations to eliminate intermediate mass 
flow variables, resulting in a single conservation of mass 
equation for the entire heat exchanger.  A transformation of 
state variables is applied to facilitate the linearization.  
Selecting the states and inputs as: 
 [ ]Tnwwneee TThhPx ,1,,1, KK=  ( 12 ) 

 [ ]Tairinainoutin mThmmu &&& ,=  ( 13 ) 

the left hand side of Eqs. 9 and 10 can be expanded 
resulting in a nonlinear state space form in Eq. 6. The 
elements of ( )uxZ ,  and ( )uxf ,  matrices are given as: 
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Space constraints preclude a description of the linearized 
model; however, the straightforward, albeit tedious, process 
is similar to that found in [14]. 
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Figure 8: Experimental Vapor Compression System 

To validate the models, a simple subcritical vapor 
compression system is used (Fig. 8).  This test apparatus 
has variable control of the electronic expansion valves 
(EEVs), compressor, and flow valves for the secondary 
fluid (water).  The system uses R134a, and is fully 
equipped with pressure, temperature, and flow transducers. 
Experimental results for step changes in compressor speed 
are shown compared with the model predictions (Fig. 9), 
illustrating that the efficacy of the model. 

The FCV model was examined for dependency on the 
selected number of regions.  As expected, the predicted 
transients increased in accuracy for increasing levels of 
discretization, with the simulation results virtually 
indistinguishable at higher discretization levels.  Fig. 10 
shows the pressure response in a straight tube evaporator 
for a step change in expansion valve opening, for FCV 
models with 2, 8, 12, and 15 control volumes. While few 
regions are required for this deliberately simple geometry, 
higher levels of discretization would be appropriate for 
more realistic heat exchanger configurations.   
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Figure 9: Experimental validation of FCV simulations for step 
changes in compressor speed. 
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Figure 10: FCV simulations for different discretization. Response 
of evaporator pressure for step changes in valve opening 

IV. LUMPED PARAMETER TUNING VIA NUMERICAL MODEL 
REDUCTION 

The FCV model presented in the previous section can be 
linearized with the state variables Eq. 12, and denoted: 
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Using the matrix Z(x,u) defined in Eq. 14-19 as a state 
transformation matrix, a linearized system representation is 
obtained with states corresponding to the refrigerant 
energy, refrigerant mass, and heat exchanger wall energy: 
 [ ]Tnwwtotaln EEmUUx ,1,1 KK=  ( 22 ) 

Noting that the conservation of mass equation is a pure 
integration, and resulting state space representation is: 
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This system is decomposed in order to isolate the 
individual dynamic modes.  For example, for the 
conservation of wall energy modes, we write: 
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Thus the vector of refrigerant energies (i.e. profile of 
refrigerant temperatures) and total refrigerant mass are 
considered inputs to the wall energy subsystem, and the 
outputs of interest are the vector of wall energies (i.e. 
profile of heat exchanger wall temperatures). 
 Standard model reduction techniques [20] are now 
applied to this subsystem.  For example, reducing the above 
system to a single state, the reduced order system 
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would correspond to a lumped parameter 1st order system 
whose dynamic behavior is closest to the discretized 
system.  Repeating this procedure for the refrigerant energy 
states, and reassembling, results in the 3rd order system: 

[ ] [ ]uD
x

m
x

CCCCCy

u
B
B

B

x
m
x

ABCB

CBBA

x
m
x

rE

total

rU

rEEmrUU

rE

m

rU

rE

total

rU

rErErUrE

rErUrUrU

rE

total

rU

+
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
+

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

3

3

21

12

000
&

&

&

 ( 26 ) 

Noting that the total energy across all regions is given by: 
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we define a state transformation matrix of: 
 [ ] [ ][ ]{ }E

n
U

n CCdiagT ××= 11 111  ( 28 ) 

which will recover the physical significance of the state 
variables. This final 3rd order model is compared to the 
known lumped parameter linearization, in order to identify 
critical parameters. For example, the reduced order 
numerical value given by ArE can be equated to lumped 
parameters as: 
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Continuing this process, utilizing the subset of 
parameters with known values, values for the unknown 
parameters, such as including internal and external heat 
transfer coefficients, can be obtained. By incorporating 
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these parameter estimates into the MB models, the time and 
data intensive step of parameter tuning can be eliminated.  
Moreover, this process of FCV model generation, 
linearization, reduction, and parameter extraction can be 
automated.  Thus by repeating the parameter identification 
process for the range of operating conditions, numerical 
parameter maps can be generated. These are then integrated 
into the moving boundary models to ensure the accuracy of 
the models across the entire operating envelope. 
 Figure 11 demonstrates the efficacy of this approach.  
Simulation results for evaporator pressure and superheat 
are shown for the high order FCV models, and for the low 
order MB models for both estimated and identified values 
of heat transfer coefficient.  The MB models using the 
identified parameters show considerable improvement in 
the accuracy, while retaining the computational and 
mathematical simplicity of the low order model. 
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Figure 11: FCV vs. MB simulations for tuned/untuned parameters 

V. CONCLUSIONS 
This paper makes several key contributions to the 

study of vapor compression system dynamics. The existing 
lumped parameter moving boundary approach has been 
presented, which provides a simple method to obtain low 
order models.  A finite control volume approach is 
presented, avoiding the standard system of DAEs, and 
creating a set of nonlinear ODEs.  This framework allows 
inclusion of parametric details omitted by the simpler 
models.  This model is validated against experimental data. 
Finally, an approach for extracting the most effective 
choice of lumped parameters for the moving boundary 
models has been introduced, and can be used to generate 
nonlinear parameter maps over a larger operating range. 
The resulting low order model is dynamically similar to 
higher order models with distributed parameter values. 
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