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Abstract— In this paper we present a general LMI-based
analysis method to determine an upperbound on the L2 gain
performance of a reset control system. These computable suffi-
cient conditions for L2 stability, based on piecewise quadratic
Lyapunov functions, are suitable for all LTI plants and
linear-based reset controllers, thereby generalizing the results
available in literature. Our results furthermore extend the
existing literature by including tracking and measurement noise
problems by using strictly proper input filters. We illustrate the
approach by a numerical example.

Index Terms— Hybrid systems, reset control, linear matrix
inequality, Lyapunov stability, L2 gain, tracking.

I. INTRODUCTION

Linear controllers are known to be subject to certain fun-
damental performance limitations [1], [2]. To overcome these
limitations, various nonlinear feedback controllers for linear
time-invariant (LTI) plants were proposed in the literature
[3]. The reset controller is one of such controllers, which
is basically a linear controller whose states (or subset of
states) are reset to zero when its input and output satisfy
certain conditions. The first resetting element was introduced
in 1958, when Clegg proposed an integrator which resets
whenever the input is zero [4]. However, the use and effect of
this Clegg integrator is not straightforward, and consequently,
its first use in a control design procedure [5] was not until
1974. Subsequently, a first order reset element (FORE) was
introduced in [6], together with a controller design procedure
based on frequency domain techniques.
After that, it would take another two decades until the
interest in reset control was again renewed, by means of
various publications on stability analysis techniques for reset
control systems, in the late ’90s. In a series of publica-
tions, highlighted especially by [7] and [8], the involved
authors formulated computable stability conditions based on
quadratic Lyapunov functions. Their main result is the so
called Hβ-condition, a stability test applicable to zero-input
reset control systems, which can, to some extend, also be
used for BIBO (bounded input bounded output) stability
and tracking problems. A more detailed literature overview
regarding this stability condition is provided in [9].
A closer view on the Hβ-condition reveals that it is in fact
a reformulation of Lyapunov based stability LMIs (linear
matrix inequalities) using the Kalman-Yakubovich-Popov
Lemma. The analysis consists of two stability LMIs, one
corresponding to the flowing of the closed loop (i.e. smooth
evolution of the state) and the other to the reset of the
controller. These LMIs are coupled as a common quadratic
Lyapunov function is employed. Therefore the Hβ-condition
is rather conservative, and is only necessary and sufficient

for quadratic stability. Moreover, since the flowing LMI is
solved for the complete state space, it requires the linear part
of the closed-loop dynamics to be stable, which indicates
some of the conservatism present in this approach.
This conservatism was reduced in some part by more recent
publications [10], [11], where the authors suggested a slightly
different resetting condition. Indeed, their idea to reset when
controller in- and output have opposite sign instead of when
the input is zero results in a much smaller flow region.
Therefore, the linear closed-loop does not need to be stable
anymore and the stability bounds of the reset system are
sharpened. Second, the authors allowed piecewise quadratic
(PWQ) Lyapunov functions, thereby approximating higher
order Lyapunov functions to capture a broader class of
stability problems. On top of this, the stability analysis was
extended to L2 stability, such that the closed loop L2-gain
from input to output of a reset control system could be
approximated by an upperbound.
So far, the work in [10], [11] is the most general analysis
framework for reset control systems currently available in
literature. However, it is not generally applicable, since it
treats only FOREs and Clegg integrators. Furthermore, it
does not include a solution to the tracking problem, since
its system description assumes a zero reference. Our work
will be an extension of [10], [11] in several directions. First,
it generalizes the L2-gain analysis to general reset control
systems fitting into the common H∞ framework using aug-
mented plants. Second, tracking problems are included in
our results, as opposed to [12] which only considers constant
reference signals. We will show that possible conservatism
can be reduced via input filtering and an example is presented
illustrating the approach.
This paper is organized as follows. First, Section II intro-
duces the general H∞ framework for reset control systems
and describes the dynamics of the plant and the controller. In
Section III our main results are derived, as well as a solution
to deal with tracking problems. Next, an example is provided
in Section IV. We conclude in Section V.

Notation. The set of real numbers is denoted by R. The
set of real symmetric matrices is denoted by S, the set of real
symmetric matrices with nonnegative elements is denoted by
S+. The identity matrix of dimension n×n is denoted by
In∈Rn×n. Given two vectors x1, x2 we write (x1, x2) to
denote [xT

1 , xT
2 ]T . A vector x ∈ Rn is nonnegative, denoted

by x≥0, if its elements xi≥0 for i=1, . . . , n. A symmetric
matrix A ∈ Sn×n is positive definite, denoted by A� 0 if
xT Ax>0 for all x ∈ Rn\{0}.
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II. GENERAL SYSTEM DESCRIPTION

In this section we present a mathematical description of the
reset controller and the resulting closed-loop. These descrip-
tions are chosen to fit into the common multichannel H∞
framework, as depicted in Figure 1. The augmented plant P ,
with state xp ∈ Rnp , contains the system to be controlled,
together with possible input- and output-weightings. The
reset controller is denoted by K, whose states are given by
xk ∈ Rnk . The closed-loop state is defined by x∈Rn with
x = (xp, xk). Moreover, w ∈ Rnw and z ∈ Rnz denote
the exogenous inputs and the to be controlled output, and
y, u ∈ R denote the controller input and output, respectively.
Here we consider SISO plants and controllers only, since a
suitable formulation of reset controllers for MIMO systems
is still a widely open issue.

In the remainder of this paper we will consider LTI
augmented plants P , whose dynamics are described by

ẋp = Axp + Bu + Bww
z = Czxp + Dzww + Dzu
y = Cxp + Dww.

(1)

We consider no direct feedthrough from u to y, as is e.g. the
case for many motion systems. Furthermore, we assume that
(1) is a minimal realization of the augmented plant P .

A. Reset controller

The reset controller K is described by a linear system
whose (subset of) states are reset whenever its input y and
output u satisfy a certain condition, i.e.

ẋk = AKxk + BKy if (y, u) ∈ C′

x+
k = Arxk if (y, u) ∈ D′

u = CKxk + DKy
(2)

This reset controller can thus be seen as a hybrid system
with a flow set C′ and a reset set D′ using the framework in
[10]. As long as (y, u) ∈ C′ the controller behaves linearly
and its output u flows conform (AK , BK , CK , DK). Loosely
speaking, when (y, u) ∈ D′ the state is changed instanta-
neously from xk to x+

k by the discrete map corresponding
to Ar ∈ Rnk×nk . Various choices for Ar are theoretically
possible, but a reasonable and appropriate choice, commonly
used in literature, is

Ar =
[

Ink−nr
0

0 0nr

]
,

stating that the last nr of the nk controller states are reset to
zero, while the others remain unchanged. The reset set D′

K

P
w z

u y

Fig. 1. General multichannel closed-loop system

can be defined in various ways, but here we follow [10], [11],
where resets occur whenever input and output have opposite
sign, i.e. yu ≤ 0. Compared to [8] this choice reduces the
size of the flow set and allows a considerable relaxation of
the stability and performance conditions later on. Hence, the
controller flows whenever y ≥ 0, u ≥ 0 or y ≤ 0, u ≤ 0,
which means that

C′ :=
{[

y
u

]
∈ R2 : Ef

[
y
u

]
≥ 0 or Ef

[
y
u

]
≤ 0

}
(3a)

D′ :=
{[

y
u

]
∈ R2 : ER

[
y
u

]
≥ 0 or ER

[
y
u

]
≤ 0

}
,(3b)

where

Ef =
[

1 0
0 1

]
and ER =

[
−1 0
0 1

]
.

The flow set (3a) and reset set (3b) can also be expressed in
terms of x and w. Therefore we introduce a transformation
matrix T =

[
Tx Tw

]
defined as[

y
u

]
= T

[
x
w

]
=

[
C 0 Dw

DKC CK DKDw

] xp

xk

w

 ,

such that

C :=
{[

x
w

]
∈Rn+nw : EfT

[
x
w

]
≥0 or EfT

[
x
w

]
≤0

}
(4a)

D :=
{[

x
w

]
∈Rn+nw : ERT

[
x
w

]
≥0 or ERT

[
x
w

]
≤0

}
.(4b)

For later reference we introduce

EfT =
[

EfTx EfTw

]
=

[
Ex,f Ew,f

]
, (5a)

ERT =
[

ERTx ERTw

]
=

[
Ex,R Ew,R

]
. (5b)

Remark 1 In case Dw 6= 0, C and D also depend on
the input w, which is a case not considered in [10], [11].
However, this situation is of importance, as typically in
tracking problems the case Dw 6= 0 occurs. Indeed, con-
sider the problem depicted in Figure 2, where P denotes
a dynamical system with input u and output yp, and K
denotes the controller. The signals r and e are the reference
signal and the tracking error, respectively. In this case w=r,

K P
r6=0 e ypu

−+

Fig. 2. Simple tracking problem

y = z = e, and Dw =1 6=0, due to the direct feedthrough
of r in e. This means that the flow and reset regions C and
D in (4) explicitly depend on w. Hence, the input r clearly
influences the reset moment, since resets are defined to occur
at sign changes of u and e. In the analysis of [10], [11] this
dependency on w was omitted, since the definitions of C and
D only depend on x (e.g. C :=

{
x : xT Mx≥0

}
. Therefore,

the results from [10], [11] are not applicable for tracking
problems, but for disturbance rejection type of problems
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only. Furthermore, [12] does only consider tracking examples
with a constant reference, whereas our result can handle any
reference signal. �

B. Closed-loop dynamics

The dynamics of the augmented plant and the reset con-
troller can be combined into one description for the closed-
loop dynamics Σ

Σ :

 ẋ = Ax + Bw if (x,w) ∈ C
x+ = ARx if (x,w) ∈ D
z = Cx +Dw

(6)

where[
A B
C D

]
=

[
A + BDKC BCK Bw + BDKDw

BKC AK BKDw

Cz + DzDKC DzCK Dzw + DzDKDw

]
AR =

[
Inp 0
0 Ar

]
.

The linear closed-loop system without resets (i.e. D = ∅
and C = Rn+nw ), is called the base linear system. The
reset controller will be chosen such that multiple resets
at one point in time are excluded, in order to guarantee
local existence of solutions. To guarantee local solutions,
we assume that the closed-loop system can flow after each
reset on at least a non-trivial time interval. The following
assumption formalizes this statement.

Assumption 2 The system (6) is such that for all signals w
of interest[

x(t)
w(t)

]
∈ D ⇒ x+ = ARx ∈ FC(w), (7)

where FC(w) is given by

FC(w) := {x0∈Rn : ∃ε>0 ∀τ ∈ [0, ε) (x(τ), w(τ))∈C}
(8)

where (x(τ), w(τ)) denotes the state/input trajectory of (6)
from initial state x+.

This assumption implies that smooth continuation is possible
after a reset from the state x+. The smooth continuation set
set FC(w) can be explicitly characterized using lexicographic
orderings, analogous to the work in [9]. Note however that in
this case we require a priori knowledge of the input w and
its time derivatives to do this. Finally, in theory the reset
times may accumulate (so called Zeno behavior). Therefore,
at this point we assume that either Zenoness is absent or we
can continue beyond the accumulation point such that global
existence of solutions is guaranteed.

III. MAIN RESULTS

In this section we present our main results on L2 stability,
applicable to any LTI plant (1) and any reset controller (2).
In the remainder of the paper, by asymptotic stability of
system (6) we mean asymptotic stability of the zero-input
system, i.e. when w=0. Furthermore, we use the following
definitions [13], [14].

Definition 3 The L2-gain ||Σ||∞ of Σ in (6), with input w ∈
L2, output z ∈ L2 and x(0) = 0, is defined as the square
root of

||Σ||2∞ = sup
0<||w||2<∞

||z||22
||w||22

, (9)

where ||v||2 denotes the 2-norm of a signal v(t), defined by
the square root of

||v||22 =
∫ ∞

0

vT(t) v(t) dt. (10)

Definition 4 System (6) with state x∈Rn, input w∈Rnw

and output z∈Rnz is dissipative w.r.t. a supply func-
tion s : Rnw×Rnz → R if there exists a storage function
V : Rn → R such that V (0) = 0 and

V (x(t1))− V (x(t0)) ≤
∫ t1

t0

s(w(t), z(t))dt (11)

for all t1 ≥ t0 and all signals w, x, and z that satisfy (6).

If V is differentiable, then (11) is equal to

d

dt
V (x) ≤ s(w(t), z(t)). (12)

The following lemma will be of use in the sequel.

Lemma 5 System (6) has an L2 gain from input w to output
z smaller than or equal to γ if system (6) is asymptotically
stable and dissipative w.r.t. the supply function

s(w, z) = γ2wT w − zT z. (13)

A. L2 analysis

In order to approximate the L2 gain of a reset system
we apply Lemma 5 to the closed-loop system (6). Note that
the minimal value of γ for which (11) holds depends on
the particular structure of V . Since we are dealing with a
nonlinear closed-loop system, the V that yields the smallest
value of γ might be a very complicated function. At this point
however, motivated by the linear behavior of the closed-loop
in a large part of the state space, we first restrict ourselves
to quadratic Lyapunov functions of the form V (x) = xT Px.
Using this structure, the following result is obtained.

Theorem 6 The reset control system (6) is globally asymp-
totically stable with an L2 gain ||Σ||∞ ≤ γ if there exist
P ∈ Sn×n � 0 and U,UR ∈ S2×2

+ such that[
ATP +PA+ET

x,fUEx,f PB+ET
x,fUEw,f CT

BT P +ET
w,fUEx,f −γI+ET

2,fUEw,f DT

C D −γI

]
≺0, (14a)[

AT
RPAR−P +ET

x,RUREx,R ET
x,RUREw,R

ET
w,RUREx,R ET

w,RUREw,R

]
�0. (14b)

Proof: To prove that ||Σ||∞ ≤ γ we will show
that the inequalities in (14) imply, for V (x)=xT Px and
s(w, z)=γ2wT w−zT z, that system (6) is globally asymp-
totically stable and that

d

dt
V (x) ≤ s(w, z) when [ x

w ] ∈ C, (15a)

V (x+) ≤ V (x) when [ x
w ] ∈ D. (15b)
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Indeed, if (15) holds and system (6) is asymptotically stable
then for all t1≥ t0

V (x(t1))− V (x(t0)) ≤
∫ t1

t0

s(w(t), z(t))dt (16)

showing that (6) is dissipative with respect to s(w, z), and
according to Lemma 5 has an L2 gain ||Σ||∞≤γ.
The storage function V (x) = xT Px is continuously differ-
entiable. Since P � 0, V (x)>0 for x 6= 0 and hence V is
positive definite. To show that (15a) and (15b) hold, note
that[

x
w

]
∈ C ⇒

[
x
w

]T

TT ET
f UEfT

[
x
w

]
≥ 0 (17a)[

x
w

]
∈ D ⇒

[
x
w

]T

TT ET
RURERT

[
x
w

]
≥ 0, (17b)

since U,UR ∈ S2×2
+ only have non-negative elements.

Combining (17a) with the Schur complement of (14a) and
employing the S-procedure, yields if [ x

w ]∈C, x 6=0[
x
w

]T [
AT P +PA+CTC PB+CTD
BT P +DTC DTD−γ2I

][
x
w

]
< 0, (18)

and combining (17b) with (14b) gives

xT (AT
RPAR − P )x ≤ 0 if [ x

w ] ∈ D. (19)

Since V (x) = xT Px, (18) and (19) are just reformulations
of (15a) and (15b). Furthermore, (14a) is strict and implies
that ATP +PA+TT

x ET
f UEfTT

x ≺0 which is equivalent to

d

dt
V (x) < 0 if [ x

w ] ∈ C, x 6= 0, w = 0. (20)

Continuity and positive definiteness of V together with (20)
and the fact that V is radially unbounded implies that system
(6) is globally asymptotically stable [15], which completes
the proof.
The analysis in Theorem 6 is capable of providing an
upperbound on the actual L2 gain of any closed-loop reset
control system.

B. Reducing conservatism

As stated in the previous section, the minimal value of
γ for which (11) holds depends on the chosen structure of
V . Therefore, the result in Theorem 6 can be conservative.
To reduce this conservatism, we choose to use continuous
piecewise quadratic (PWQ) storage functions [11], [16].
This choice is motivated by the flexibility of PWQ func-
tions, since they can be arbitrarily complex with increasing
number of regions, while still resulting in LMIs to check
the dissipativity inequality. The PWQ storage functions are
obtained by partitioning the flow set C′ into smaller regions
C′i and assigning a different quadratic Lyapunov function
Vi(x) = xT Pix to each of them [11], see Figure 3. Each
region C′i is bounded by two lines uniquely defined by the
angles θi and θi−1. These angles should be chosen such that
0 = θ0 < θ1 < . . . < θN = π

2 , e.g. equidistantly distributed
as θi = i

N
π
2 , where i = 0, . . . , N and N is the number of

regions. Using the coordinate transformation matrix T , we
can now define regions Ci as

Ci :=
{[

x
w

]
∈Rn+nw: EiT

[
x
w

]
≥0 or EiT

[
x
w

]
≤0

}
,

(21)
where

Ei =
[
− sin(θi−1) cos(θi−1)

sin(θi) − cos(θi)

]
.

The boundaries of the regions are defined by[
− sin(θi) cos(θi)

]
T

[
x
w

]
= Φi

[
x
w

]
= 0, (22)

whose solutions are in the kernel of Φi. We can also use
an image representation for these boundaries using full
column rank matrices WΦi ∈R(n+nw)×(n+nw−1) such that
im(WΦi) = ker(Φi), where im(WΦi) denotes the image of
WΦi.
In some situations however, such as tracking problems as
in Figure 2, the introduction of continuous PWQ storage
functions does not result in less conservatism due to the fact
that Dw 6=0 in those situations. Namely, each region Ci has
its own Lyapunov function Vi, which solely depends on x,
while (21) shows that the region itself is defined in terms of
both x and w. Figure 4 illustrates this for the simple case
where x,w ∈ R. Since V only depends on x (depicted by
the dashed vertical lines), continuity of V across the border
between Ω1 and Ω2 requires that V1 = V2 for all (x, w) on
the boundary, i.e., for all x.
This issue arises in any situation with Dw 6= 0, including

measurement noise attenuation and tracking problems. This
drawback can be avoided by forcing Dw =0, which can be
done by including strictly proper input filters for exogenous
signals that enter the closed-loop before the controller, see
Figure 5. Since these strictly proper filters have no direct
feedthrough of the input, there is also no direct feedthrough
from w (containing r̄ and η̄) to y in the augmented plant in
(1), so Dw =0. By including input filters in the augmented
plant we assume to have a priori knowledge of these inputs
(as is often the case in practice), which is then via the filter
states contained inside the state vector xp. Possible input
filters include:

y

u

θ1

θi

θi+1θN

P1

Pi

Pi+1 PN

PR

PR

Fig. 3. Partitioning of the (y, u)-space
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w

x

V2(x)=1 V2(x)=4

Ω1 : w ≤ x

Ω2 : w ≥ x

V1(x)=4V1(x)=4

Fig. 4. The case D1 6=0.

Wr K P
r̄ r e yu

η η̄
Wη

Fig. 5. Closed-loop with filtered inputs

• unit step: W (s) = 1
(s+ε) ;

• unit ramp: W (s) = 1
(s+ε)2 ;

• sine wave with frequency ω: W (s) = ω
(s+ε)2+ω2 ;

where s is the Laplace variable and ε>0 is a small off-
set. This offset is standard in H2 and H∞ problems for
linear systems to ensure closed-loop stability. Using these
filters, the Lyapunov function V also depends on the input
knowledge (as the state variables corresponding to w are now
included in xp and thus in x), while Ci and D no longer
depend on w, i.e.

Ci := {x ∈ Rn : Ex,ix ≥ 0 or Ex,ix ≤ 0} (23a)
D := {x ∈ Rn : Ex,Rx ≥ 0 or Ex,Rx ≤ 0} , (23b)

where Ex,i =EiTx. Using this partitioning we can formulate
the following result on the calculation of an upperbound on
the L2 gain for tracking problems.

Theorem 7 The reset control system (6) with Dw =0 and a
partitioning of the flow set given by (23) is globally asymp-
totically stable with an L2 gain ||Σ||∞≤γ if, for a given N ,
there exists Pi, PR ∈ Sn×n and Ui, UR0 , URi

, URIi
, Vi, VR ∈

S2×2
+ , i = 1, . . . , N such that[

ATPi+PiA+ET
x,iUiEx,i PiB CT

BT Pi −γI DT

C D −γI

]
≺ 0,

i=1, . . . , N (24a)
AT

RPRAR−PR+ET
x,RUR0Ex,R � 0 (24b)

AT
RPiAR−PR+ET

x,RURi
Ex,R+ ...

AT
RET

x,iURIi
Ex,iAR � 0, i=1, . . . , N (24c)

Pi−ET
x,iViEx,i � 0, i=1, . . . , N (24d)

PR−ET
x,RVREx,R � 0 (24e)

W̄T
Φi (Pi − Pi+1) W̄Φi = 0, i=1, . . . , N−1 (24f)

W̄T
Φ0 (PR − P1) W̄Φ0 = 0 (24g)

W̄T
ΦN (PN − PR) W̄ΦN = 0, (24h)

where im(W̄Φi)=ker([− sin(θi) cos(θi) ]Tx).

Proof: The proof is based on showing that hypothe-
ses (24) imply that the storage function V (defined as
V (x) = Vi(x) := xT Pix when x ∈ Ci and V (x) = xT PRx

when x ∈ D) is continuous, positive definite and radially
unbounded, and that for s(w, z)=γ2wT w−zT z,

∂Vi

∂x
(Ax + Bw) ≤ s(w, z) if x ∈ Ci (25a)

V (x+)− V (x) ≤ 0 if x ∈ D (25b)
∂Vi

∂x
Ax < 0 if x ∈ Ci, x 6= 0 (25c)

Indeed, continuity together with the positive definiteness
and radially unboundedness of V imply global asymptotic
stability [15]. Moreover, if (25a) and (25b) hold, then for all
t1 ≥ t0

V (x(t1))− V (x(t0)) ≤
∫ t1

t0

s(w(t), z(t))dt (26)

showing that (6) is dissipative w.r.t. the supply function
s(w, z)=γ2wT w−zT z, and hence that ||Σ||∞≤γ by virtue
of Lemma 5.
Continuity of the piecewise quadratic function V follows
from constraints (24f), (24g) and (24h). Furthermore, V is
positive definite. To show this, note that since Vi, VR ∈ S2×2

+

have only non-negative elements it holds that

x ∈ Ci ⇒ xTET
x,i Vi Ex,ix ≥ 0 (27a)

x ∈ D ⇒ xTET
x,R VR Ex,Rx ≥ 0. (27b)

Therefore, for x ∈ Ci (hence not necessarily for all x) it
holds that for x 6=0

V (x) = xT Pix
(24d)
> xTET

x,i Vi Ex,ix ≥ 0. (28)

The same applies for x ∈ D using (24e). Combining (27a)
with the Schur complement of (24a) via the S-procedure
yields that for x ∈ Ci[

x
w

]T [
AT Pi+PiA+CTC PiB+CTD
BT Pi+DTC DTD−γ2I

][
x
w

]
≤ 0, (29)

which is equivalent to (25a). Note that (24a) implicitly im-
plies that xT

(
ATPi+PiA+ET

x,iUiEx,i

)
x<0 which implies

(25c).
It only remains to be shown that (25b) holds. The state x+

after reset is either an element of D or Ci. In case x+ ∈ D,
(24b) is equivalent to

xT (AT
RPRAR − PR)x ≤ 0 if x, x+∈D. (30)

In case x+ ∈ Ci, (24c) implies that

xT (AT
RPiAR − PR)x ≤ 0 if x ∈ D, x+∈Ci. (31)

The combination of (30) and (31) is equivalent to (25b),
which completes the proof.

Remark 8 Theorem 7 is similar to the result in [11]. How-
ever, our result is applicable to all possible LTI plants and
reset controllers which fit the augmented plant description,
as long as Dw = 0. In contrast to [11] it can cope with
measurement noise attenuation and tracking problems, as
long as these inputs are filtered with a strictly proper filter.�
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IV. EXAMPLE

In order to illustrate the derived analysis method the above
result is applied to a simulation example. The system used
in this example is taken from [10], [17], and extended with
a tracking problem. Consider a second order LTI plant,
represented by G(s) = s+1

s(s+0.2) . This system should track
a step reference r(t) = 1(t), which can be represented by
the input filter Wr(s) = 1

s+ε . Similarly as in [10], [17],
we allow only first order low-pass controllers K to achieve
this. The goal is to compare the tracking performance of a
linear controller of this form, i.e. K(s)= 1

s+β , where β is a
free variable, with its resetting counterpart, also known as a
FORE. This reset controller K is characterized by

AK = β, BK = CK = 1, DK = Ar = 0,

yielding closed-loop matrices of the form

A =
[

A B
C β

]
, B =

[
Bw

0

]
, C =

[
C 0

]
, D = 0.

The closed-loop layout is shown in Figure 6. The L2 gain

K
yu

z

w Paug

− +
s+1

s(s+0.2)

1
s+ε

Fig. 6. Closed-loop layout.

of both the linear and the reset closed-loop are compared in
Figure 7 for varying pole values β. The linear control curve is
obtained using standard H∞ techniques, i.e. by minimizing
γ in the LMI ATP +PA PB CT

BT P −γI DT

C D −γI

 ≺ 0, (32)

where P � 0. Theorem 7 is used for the reset control
curve (with N = 100). The L2 gains for this tracking
problem differ significantly from the result in [10], which
only considered disturbance rejection.

Figure 7 does not necessarily imply that reset control
outperforms any linear controller in H∞ sense. We have
restricted ourselves to linear controllers K with transfer
function 1

s+β , but of course one can find other controllers
with lower L2 gains (e.g. with larger controller gain or higher
order).

V. CONCLUSIONS

In this paper we have derived a set of LMIs with which
the L2 gain of any reset control system which fits into a
augmented plant description can be upperbounded, thereby
generalizing the work in [11]. Our analysis can also be
applied to tracking and measurement noise problems. Con-
servatism in these cases is removed by including strictly
proper input filters which enables the use of PWQ storage
functions.
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Fig. 7. Estimated closed-loop L2 gains using linear (dashed) and reset
control (solid), as a function of β.
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