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Abstract— Movement and allocation of network resources for a
system of communicating agents are usually optimized independently.
Path planning under kinematic restrictions and obstacle avoidance
provides a set of paths for the agents, and given the paths, it is
then the job of network design algorithms to allocate communication
resources to ensure a satisfactory rate of information exchange. In this
paper, we consider the multiobjective problem of path planning for
the sometimes conflicting goals of fast travel time and good network
performance. In previous work we considered this problem under the
assumption of full knowledge of network topologies and unlimited
computational resources. In this paper, nothing is known a priori about
topology, information is exchanged between nodes within a connected
component of the network, and sources of environment-dependent
communication failure can only be approximately estimated through
learning. All the planning must be done online in a distributed fashion.
We apply ant colony optimization to this problem of planning under
uncertain information, and show that significant benefit in network
performance can be achieved even under the difficult conditions of the
scenario. Furthermore, we show the ability of nodes to quickly learn
the communication patterns of the arena, and use this information for
improved path planning.

I. INTRODUCTION

The scenario of multi-agent systems moving on a predetermined
mission with a high value attached to maintaining acceptable
network performance is an important and well studied problem
in multi-robot systems, and more generally in systems of semi-
autonomous vehicles which have the ability to transmit and receive
signal. The general approach to such a scenario is to decouple the
movement planning from the problem of optimal network resource
allocation. However, there are cases when the only resource which
can guarantee good communication is movement. For example,
when the scenario arena contains jamming nodes which transmit
continuously at full power, thus preventing communication in the
surrounding area by causing overwhelming interference, control-
ling the allocation of power, modulation, scheduling, or routing
protocols will not help improve network performance. The most
effective way of improving communication in this case is to avoid
the areas affected by the jammers. Another example is when nodes
have highly constrained power resources, as is common for mobile
systems that run on batteries. Moving in closer together while still
reaching the waypoints of the mission, in this case, is a lower cost
solution than increasing transmission power to cover a greater range
of communication.

When network performance is the primary objective, movement
is the primary controllable resource, and the main threats to com-
munication are jammers and landmarks in the physical space which
cause poor signal propagation, the optimization problem is similar
to the tradition path planning problem with one key difference. The
movement plan must avoid obstacles not in the physical medium but
in the communication medium. This is not a big difference under
the assumption of complete knowledge, that is, if it is assumed that
every node has exact information about the location of jammers and
bad areas for communication a priori. However, if it is assumed that
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nothing is known initially by the network nodes, and the location of
network performance threats must be mapped through exploration
while still reaching the destination of the mission with no significant
cost to travel time, the problem becomes much more difficult. One
of the sources of difficulty is that the areas of poor communication
cannot be easily mapped from sensed information until many nodes
encounter that area under different configurations. Therefore, the
learning process is slower, because of the high degree of uncertainty
in deducing knowledge of the environment from knowledge of the
local network state.

II. RELATED WORK

The defining objective of the optimization problem in this paper
is connectivity. The defining aspect of the model we propose is
uncertainty and incompleteness of state knowledge. The defining
method which is used to construct a solution to the problem is
ant colony optimization. These three defining elements have been
thoroughly studied in literature individually but, to the best of our
knowledge, have not been bridged together to plan movement in
support of network performance under uncertain state knowledge.

A. Path Planning for Connectivity

The problem of movement planning under geometric constraints
has been thoroughly studied, most notably under the topic of
formation control. Wang [1] studies the use of nearest neighbor
tracking to maintain formation. Their method has the important
qualities of being simple, computationally efficient, and distributed.
However, it does not directly consider collision and obstacle avoid-
ance. Desai, et al., [2] use methods of feedback linearization to
stabilize the distance of a follower node to a leader node. They
further investigate this problem in [3], proposing a graph theoretic
framework for the coordination of transitions from one formation
to another. Feddema, et al. [4] apply decentralized control theory
to the analysis of cooperating robot motion, proving stability for
a fixed topology configuration. Yamaguchi proposes in [5] and [6]
an elegant approaches to formation control by using a formation
vector with smooth feedback control. Formation control is a basis
for the more recent efforts, more focused on the motion planning
under communication constraints. Beard and McLain [7] propose a
dynamic programming method for the cooperation motion planning
under communication constraints that is polynomial in the number
of nodes but exponential in the depth of the lookahead window.
The key characteristic of this method relative to our proposed
methods is that the limited range connectivity is a hard constraint,
while in our method it is an objective. The hard constraint is a
prerequisite which makes their method inapplicable to the more
general model considered in this paper. Pereira, et al., [8] present
a decentralized method of motion planning under communication
constraints. One of the defining features of their method is that
it first seeks to achieve connectivity, and then move to the goal
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positions in such a way as to not break connectivity, which is
essentially the problem of formation control. Spanos and Murray
[9] define a connectivity robustness metric, which uses conservative
connectivity constraints to attain good network performance despite
the algorithm’s distributed structure with minimal added limitations
on physical reachability. The key difference of this work from our
paper is that Spanos and Murray view connectivity as a constraint
while we view it as an objective, which is more general in that it
seeks to also optimize communication for cases when connectivity
is sparse.

B. Path Planning Under Incomplete Knowledge

There are two models of incomplete knowledge in path planning
which are most prevalent in literature. The first is the presence of
uncertainty in movement, sensing, or environment dynamics. As an
example, Bicho and Monteiro [10] use nonlinear attractor dynamics
to model nonholonomic formations of robots. The key contribution
of their work is the ability of robots to maintain robust formations
in the face of unknown environmental perturbations. The common
approach to this model of incomplete knowledge is that of stochastic
or robust optimization.

The second model of incomplete knowledge is an initial lack of
information about the environment. One of the planning goals for
this model is that of mapping: exploring the environment and map
the location obstacles. [11] proposes a framework for representing
an unstructured environment as estimated by sensor data fusion
during discovery. Many papers show specialized improvement of
approaches to the mapping problem, such as estimate error correc-
tion [12], multi-resolution 3D mapping [13], landmark-based map
matching [14], etc. The key distinction of our work is that the
obstacles which we are mapping are in the communication medium
not in the physical medium and are significantly more difficult to
deduce from sensed information.

C. Path Planning by Ant Colony Optimization

Ant Colony Optimization (ACO) is designed for complex opti-
mization problems on large graphs and so it is a natural fit for path
planning on a movement graph. [15] presents a method of avoiding
mobile obstacles with genetic algorithms used to tune the ACO
parameters. Many other applications of ACO to the classical path
planning problem have been proposed [16], [17]. In general many
of the ACO application propose a hybrid algorithm which combine
ACO with another method, such as potential fields in [18]. However,
to the best of our knowledge, ACO has not been applied to network-
centric planning or planning under incomplete knowledge.

III. MOVEMENT AND COMMUNICATION MODEL

The model of movement and communication is based on previous
work published by the authors in [19] and [20], with common
notation for common elements. We define two classes of graphs.
The first class is represented as G s which is defined on the set of
reachable positions in the 2D physical space, and the second class
is represented as G’ which is defined on the set of mobile network
nodes.

A. Movement Graph

The kinematic constraints of the physical space provided by the
presence of obstacles, boundaries, and capabilities of mobile agents
in an arena are defined by a movement graph Gar(Var, Enr). Vs
is a set of vertices, each of which indicates a state that can be
occupied by a single network node. Movement is synchronized with
a constant-magnitude time step. Thus, the edges E'as indicate a set

of feasible movements in the arena. Specifically, the set A(u) =
{v: (u,v) € Ep}is all the positions in the movement graph which
are reachable from position u. We will use u, v, and w to denote
indices into V. This is in contrast to indices into Ve, which are
denoted as i, j, and k.

B. Mobility Model

The mobile network consists of n nodes. Each node <
in the network has a set of movement plans II(¢) =
{I1(¢,1),11(4,2),...,II(¢,Q)}. Each plan g has an associated
probability p(i,q) of being chosen as the plan that is followed by
the node at the current time. The plan II(7,q) is an ordered set
of vertices in Vas. II(4, ¢, t) is the ¢th element in set I1(7, q). In
other words, II(3, g,t) is the position of node ¢ at time ¢ for ¢ €
{0,1,..., ||TI(%, q)||} according to the gth plan. A node maintains
a set of plans through the scenario. For expressive convenience, at
some time ¢, II(%,q,t) is still defined for 0 < ¢ < t.. In this
case it returns the information about where the node was actually
located at time ¢. We use IT1°(%) (c for chosen) to denote the plan
that is chosen to be followed by node ¢. This is not necessarily the
optimal path.

Time is discrete, and movement is assumed to be synchronous.
Therefore, the motion planning problem involves a set of ||A(u)||+
1 choices for each node at each state u. The additional choice is
the decision to remain in the same state.

The time it takes for a node ¢ to travel from its origin to its
destination is denoted as 7;. We refer to the sequence of choices
in this paper as a plan or policy. Tmax = max{T; : 1 =1,2,...,n}
designates the length of the longest plan, which is also the time
to completion of the scenario. The only time a node may have an
empty plan is when it is located in its goal state.

We consider two movement policies. The first we refer to as the
“naive” policy, in which each node chooses the shortest path to its
destination and marches along that path without any consideration
of network performance. The second policy is the “intelligent”
policy where each node dynamically plans its path after each step
based on its knowledge of the network state and the physical space.

C. Connectivity

At a snapshot in time, the network of n nodes is described as
a connectivity graph Gy = (Vp, Er). Two nodes ¢ € Vg and
j € Vp are connected if (i,7) € Er. This edge is added to Er if
the distance d;; between the two nodes is less than a predetermined
constant dmax. The graph G'r can be considered undirected because
of the symmetric property of the distance requirement.

The metric for network performance that is used in planning is
the number of connected components. A connected component is
a set of nodes in V such that there exists a path between any two
vertices in that component. We use N(Gr) to denote the function
which computes the number of connected components in a network
state as represented by a connectivity graph Gp.

D. NoComm Zones

In addition to the distance requirement for connectivity between
two nodes, there are sources external to the network of G that
affect the ability of two nodes to communicate. For example, a
jammer node transmitting continuously at full power will prevent
nodes around it from communicating. Another example is an area
of the physical space, such as a building, may have certain signal
propagation characteristics which prevents nodes inside the area
from communicating with each other and with nodes that are outside
the area.
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Fig. 1.
(large dark gray squares), and 11 VE nodes (circles). The lines between
nodes indicated edges in Er. There are 6 connected components in this
figure. Three of the nodes are isolated because they are located inside a
nocomm zone.

Example of a movement lattice (light gray squares), nocomm zones

We model this environment phenomena by selecting connected
components in G s to be “nocomm” zones. Specifically, we define
a function J : (u € Var) — {0,1} which is 1 if a location u is
part of a nocomm zone, and O otherwise. Therefore, two nodes are
connected if d;; < dmax and if neither node is inside a nocomm
zone. Figure 1 shows an example of the discretized physical space
with nocomm zones and the resultant connectivity of the network.
The density and shape characteristics of nocomm zones is a key
parameter in testing the effectiveness of the algorithms presented in
this paper. When the density of nocomm zones is low, it is expected
that network performance throughout the scenario will be good,
and when the density of nocomm zones is high, even with optimal
path planning, network performance will be poor. A crucial goal of
the paper, therefore, is to achieve good network performance at a
medium-level density of nocomm zones.

E. Knowledge Uncertainty

Initially the location of nocomm zones is unknown, and the
network topology outside of a node’s connected component is
unknown to that node. It is assumed that nodes within a connected
component can exchange information without restrictions. This is
a reasonable assumption given the previously defined requirements
for connectivity, and the fact that network topology changes at a rate
that is orders of magnitude slower than the rate of communication.
Therefore, the nodes inside a connected connected component have
current information about each others paths. However, they only
have outdated information about the paths of nodes that are outside
the connected components. The fusion of this information in making
movement decisions is a key element of the planning problem and
is discussed in Section IV-C. We denote node i’s estimate of node
7’s location at time ¢ as ﬂl( Jj,q,t) assuming that node chooses path
q.

As the nodes move in the arena they can estimate the locations of
nocomm zones around them and share that information with each
other. Each individual node ¢ € V estimates the function .J(u) for
location u € Vis by maintaining a probability A;(u) = P;(J(u) =
0) that the location u is not part of a nocomm zone and the certainty
¢i(u) = [0, 1] with which node i believes the \;(u) estimate to be
correct. Initially, all nodes have no knowledge, therefore for all
1 € Vr and all j € V), the certainty ;(u) = 0. When the world
static (i.e. nocomm zones do no move), then A;(u) € {0,1}. In the
more general case, however, \;(u) = [0, 1].

IV. OPTIMIZATION FRAMEWORK
A. Communication-Based Planning

The optimization objective is to find a set of movement plans
which minimizes the number of connected components averaged
over the scenario duration. Each node 7 starts at a location o; € Vs
and must reach a destination g; € V. The optimal solution to
this problem without constraints is a set of infinite plans where
the nodes find the configuration for the best network state and
stay in that configuration. As the plan length tends to infinity,
the average number of connected components tends to the number
of components in that configuration. Therefore, the conflicting
objective of scenario duration is required. A set of Pareto optimal
solutions is found by adding a hard constraint on the scenario
duration and then solving the optimization problem for a set of
durations.

The network performance is an average over the duration of the
scenario. Therefore, the objective value is the measure of network
performance for the plan divided by the global time to completion
Tmax. We use N (II°(¢)) to denote the function which computes the
network performance given the position of the nodes II¢(t). Note
that this implies a direct mapping from IT°(¢) to G r. This mapping
includes the computation of E as described in Section III-C. The
movement planning problem can be formulated as follows:

T,
1 max .
max m uz:;) N(H (U))
st. I°(i,t) =¢g;  ||II°G)|| <t < Twax, d=1.n D
n°(:,0) =0; i=1.n

(I1°(,t), 01°(5,t + 1)) e Em i=1..n

Where E\, as defined previously, is the set of all possible single-
step movements allowed in the lattice graph G s, and Tinax is the
constraint on the duration of the scenario.

The key decision variable of this problem is the set of paths
II¢. The key control parameter is Tmax. For a given instance of a
movement planning problem, the increase of T ax is likely to result
in an increased improvement in performance in the average case.
Therefore, the optimization problem defined in (1) is solved for
Tmax = Tmin, Tmin+1, Tmin+2, . . .. The solutions to each of these
problems form a Pareto-optimal front [21]. Tiax iS a secondary
objective in that we may wish to minimize the time to completion.
Therefore, the Pareto front allows one to choose between faster
travel time or better network performance.

B. Knowledge Estimation

1) Node Position: A node in network G has up-to-date in-
formation about the location and paths of all the nodes that are
in its connected component. Using this information it estimates the
position of those nodes some time in the future based on the chosen
paths of those nodes. For example, if node 7 and node j are in the
same connected component, node 4 estimates the location of node
j by f[f(j, t). Note that node j has Q) paths and that in this case
only its main path is considered.

The more complex situation is when node ¢ and node j are not
in the same connected component. In this case, the information
that node ¢ has about node j’s path is outdated. The node position
estimate that node ¢ forms is computed by:

S ity q) - [pi(Gy )] T e )
32, [pilG q)) e S
q= ’b )

Xi(j,t) = (@)
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Where X;(j,t) is the node #’s estimate of node j’s position at time
t. We introduce a new function Sp (i, j) which is the “timestamp”
of the information ¢ has about j’s paths. For those nodes in ’s
connected component, Sp(i,j) = t. where t. is the current time.
Equation 2 also defines a constant ¢ > 0. A high ¢ means that
node ¢ assumes that node j will follow its best path for a long
time. A low ¢ is good for high densities of nocomm zones and
significant presence of uncertainty when node j is likely to change
path preference with time.

2) Nocomm Zone Location: As described in Section III-E, A; (u)
and ¢; (u) are the estimates that node ¢ maintains about each location
u € V. There are two sources of information which force node ¢
to adjust this estimate, both of which are described in Section I'V-
c.2.

C. Knowledge Fusion

1) Path Data: There are two sources of new path data infor-
mation. The first is when nodes within a connected component
change their plan after having moved. The second is when a new
node becomes a member of a connected component that was not
part of that component before. In both cases, the fusion of data is
straight forward. All the nodes in a connected component set their
path estimates to the most recent information available about that
path.

2) Nocomm Zone Data: There are two sources of new nocomm
zone information. The first is when a node senses new information
about its surroundings after having moved. The second source is
when a new node becomes a member of a connected component. In
the former case, the node udates its estimate of its current location
and the surrounding area. Specifically, the surrounding area is a disk
of radius R . We denote the new information about the probability
of a location v € Vs being a nocomm zone as )\;(u) and the
certainty of the new information as ¢;(u). \;(u) = 1 if node i is
connected to someone, and Aj(u) = 0 if it is isolated. If the node is
connected at the current time, then the certainty of new information
¢i(u) = 1. If it is not connected, ¢;(u) is computed by:

Guw)y=U-V-W

Imax{,—m_uC(i)HT
T

1
Vm
Where u € V) is a location on the movement graph, u. (i) € Vas is
the current position of the node, ||u—wu.|| is the distance between u
and u., H; is the duration of time that node ¢ has been disconnected,
and A;(t. — H;) is the distance to the closest neighbor at time
t. — H; which is the last time node ¢ was connected.

Equation 3 has three distinct sources U, V, and W which add
to a decrease of certainty. The first source U is the distance of
the position in Vjs from the current position of node ¢. This
is a standard property of an inverse distance squared mask. The
second source V' decreases certainty if it appears that node ¢ lost
connectivity simply because it moved outside the range dmax of all
it neighbors. The third source W decreases certainty as the age of
the disconnection event increases.

Given the \}(u) and (/(u) estimates, the direct reactive update
to A;(u) and ¢;(u) is done as follows:

)
09 =3 (Cé(“) B W) + @

The reinforcement learning update is done when an isolated node
becomes connected again. The estimate update in this case requires
that node ¢ considers the part of the path that it has traveled while
being isolated, in other words for times {¢t € Z : tc.—H; <t < t.}.
For each position I1°(¢,t) in this time period, the newly gained
knowledge about the paths of nodes inside node ¢’s connected
component is used, to update the estimate. If A;(t) < dmax,
that means that at time ¢ there was a node in node ¢’s range and
that it still was isolated. This information is integrated into the
estimate of nocomm zone locations by using \;(II°(z,¢)) = 1 and
¢i(1°(4,t)) = 5 in an updated of A;(I1°(4,t)) and ¢;(11°(4, t)) by
using Equation 4.

The second source of nocomm zone information is when the
estimates of nocomm zone locations change for at least one of the
nodes in the connected component. This could be either due to the
new information gained by movement of nodes inside a connected
component, or due to a node entering a connected component that
was not part of that component before. A single node ¢ initiates
this synchronization of the connected component. We denote all the
nodes in node i’s connected component as A°°(z), which can be
thought of as all the nodes reachable from ¢ in an infinite number
of packet hops. It is assumed that all nodes in this group have
potentially differing estimates of nocomm zone locations, and the
goal of the synchronization process is for all the nodes inside
a connected component to have identical estimates. The update
procedure for \;(u € Var) is a mean weighted by the certainty,
and for (;(u € Vi) is the variance weighted by the certainty:

Z]‘GAOO(Z') A (w)G (u)
A o (H\U) =
A=) 2 jens (i) Si(w) —
. ZjeAOO(i) Gi(u) P‘j (u) — )\Aw(i)(u)}
Cace i (u) =

0.25 Zjerc(i) Gi(u)

Where Apco(;y(u) is the new A;(u) estimate for all j € A (4),
and (poo(s)(w) is the new (;(u) estimate for all j € A° (7). Note
the constant 0.25 in the denominator. It is a normalization constant
which expands the range of (peo(;y(u) to [0,1]. This update is
performed for all w € Vi so that the final result is a consensus on
the estimate of nocomm zone locations inside node ¢’s connected
component.

D. Heuristic Functions

The cost of each state v € Vs when considered by node ¢ at
time ¢ is determined by a weighted sum of three objectives:

H,(u,t) = leil(u) + ngiQ(u, t) + ngig(m t) 6)

Where w1, we, and w3 are weights, and H', H?, and H?® are
heuristic functions which are described in more detail in this
section. The cost of state u at time ¢ for node 7 is denoted as
H;(u,t). Equation 6 applies when the length of the shortest path
to 4’s goal from position u is less than Ti,ax — t. Otherwise, node
¢ marches along the shortest path. This ensures that all nodes are
at their destination at or before time Tiax.
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1) Distance to Goal Hj} (u): This is the main objective of the
path planning problem: to reach a prespecified destination. The
measure is the distance from v to the goal position of node :.
Hj is normalized by the distance from the origin of node % to the
destination of node 7. The higher this value is the higher the cost
of the state. What this objective expresses is the need to always
keep moving toward the destination unless network performance
objectives strongly suggest detours.

2) Distance to Nearest Neighbor HZ(u,t): This measure is
based both on outdated and up-to-date information as described
in Section IV-B.1. The measure is the distance to the closest node
based on estimated position whether the node is inside or outside
the connected component. H; is normalized by dmax. The higher
this value is the higher the cost of the state. What this objective
expresses is the need for nodes to stay close together in order to
satisfy the distance requirement for connectivity.

3) Location of Nocomm Zones HZ (u,t): This measure uses the
estimates of nocomm zones computed by each node. For each state
u € Vi, there are two values which describe the estimate \;(u)
and ¢;(u). These two values are combined by H?(u,t) = (;(u) -
(0.5 — \i(u)) + 0.5. The range of H?(u,t) is [0, 1]. Value of 0
suggests that this location is, with high certainty, not part of a
nocomm zone; value of 0.5 suggest a lack of certainty about the
nocomm zone membership of u; value of 1 suggest that this location
is in fact part of a nocomm zone. What this objective expressed is
the need to avoid areas that have some high probability of being a
nocomm zone.

4) Utility Function: For ant colony optimization it is more
convenient to define a utility function U, (u,t) based on the cost
function H; (u, t). Since the ranges of the three individual heuristic
functions are known, the maximum value Hy,ax that H;(u,t) can
take on can be determined by:

Hmax = lerlﬂax + 'LUQngax + w3H31ax (7)

H} .. is the maximum distance between any two vertices in V.
H2,.. is H},. divided by dmax. HZ .y is equal to 1. Using this
information the utility function can be defined as:

H; (u7 t)
Hmax
The nice property of this utility function is that its range is [0,1].

U;(u,t)=1-— 8)

V. OPTIMIZATION METHODOLOGY

At each time step, each node ¢ € Vr has to compute a set of paths
based on its estimate of the network state and the environment. The
secondary optimization problem is to compute the weights that are
used to form a single heuristic function from a multiobjective one.
The former problem is solved using an efficient and flexible method
of ant colony optimization. The latter problem is solved using
simulated annealing based on insight on the relationship between
the density of nocomm zones and weights used for scalarization.

A. Ant Colony Path Planning

Ant Colony Optimization (ACO) [22] is a general nature-inspired
method of searching a weighted graph. It has several unique
characteristics which make it effective to the problem of time-
critical path planning under uncertainty. First, it is an algorithm
which provides a solution at each iteration. This is important for
time-critical planning as the amount of time that can be dedicated
to replanning is severely limited in the medium of highly mobile
networks. Second property is that it provides a set of solutions,

instead of just one solution. This is important for the case of
planning under uncertainty. When node ¢ has lost contact with node
J, it is important for node ¢ to know of several paths that node
j was considering. This improves node ¢’s ability to predict the
range of positions that node j is likely to occupy in the future. The
third property is that every complete execution of the algorithm
constructs estimates of state values which can be used in the future
to adjust plans. Therefore, every execution of the algorithm does not
start from scratch. If node ¢ is continuously replanning, by using
this table as a starting point, it is able to adjust promptly to the
changes in the dynamic world brought about by new alterations of
the environment or the acquisition of new information.

In order to guide the path search for an ant we use a pheromone
table 7 : Ej) — R. It is important to note that in most cases
the self-reference edges (u,u) € Ea,Vu € V. Initially, before
the start of the scenario, 7(u,v) is 1 for all (u,v) € Ep. Each
node ¢ € Vg computes a set of ) plans before performing
each movement step. Each node in a connected component plans
noncooperatively, but informs other nodes in that component of
their plan. This procedure is repeated until the plans created by
each node remain unchanged or a fixed time Tp), runs out. In this
way, the nodes inside the same connected component cooperate
indirectly.

To find a single plan from node ¢’s current position to its
destination, node ¢ sends out a virtual ant on the movement graph
Gr. At each position w on that graph, the ant chooses its next
position v € A(u) with probability:

[ (u, 0)]* [Ui (v, ta + 1)] 7
S wencw [ri(w, )] [Us(w, ta + 1)1 7

Where t, > t. is the current virtual time in the ants simulated
walk on the movement graph, and « and 3 determine the relative
importance of pheromone intensity and estimated state utility. Note
that ( is negative because the range of the utility function is
[0,1] while the pheromone values almost always are greater than
1. Therefore, increasing « or 3 increase the relative important of
pheromones and utility, respectively.

Once the virtual ant reaches ¢’s destination, it backtracks along
the path that it traveled and updates the pheromone table based
on the average number of connected component along that path.
Specifically, given that each nodes sends out Z ants at each time
step, the pheromone update value 77 (u, v) for the zth ant sent out
by node 4, for all (u,v) in that ants path, is:

Puv = (9)

1 Tmax

Ti(u,v) =1— = Z N (Iane (4, 2, 1))

n
t=t.

(10)

Where ITant(7, 2) is a plan computed by one of the Z ants which
are sent out by node 7 at each time step.

Once the new pheromone information has been computed in a
single time step the pheromone table for node 7 is updated by:

zZ

Ti(u,v) = (1 =9) - mi(u,v) + ZTf(um)

z=1

amn

Where 6 is the rate of pheromone evaporation.

For a time step, the result of the ant path search process for
node i is Z paths. Node i selects () best paths out of that set as its
currently best available paths. Since the set of Z virtual paths may
have repeats, it is possible for node i to have less than @ paths. The
updated pheromone table 7; is used in the next iteration for better
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guidance of the ants. This is a crucial repository of knowledge that
the node stores and updates throughout the scenario.

B. Simulated Annealing in Weight Space

Each node uses the cost function in Equation 6 to help determine
which paths are more likely to lead to a low number of connected
components. The total cost of a state is computed by taking
a weighted sum of three heuristic measurements. Picking these
weights arbitrarily can lead to poor network performance, as shown
in Section VI. Therefore, optimization in the R® weight space is
required.

Simulated annealing [23] is used to converge to a set of weights
that is optimal for a given density of nocomm zones. From extensive
experimentation, this process showed a correlation between the
nocomm density and the weights. For mid densities [0.2,0.7],
w3 becomes very important relative to the other two weights.
This means that when nocomm zones are present in manageable
amounts, their avoidance is the best way to improve the connectivity
of the network. For low densities [0, 0.2], ws is high relative to the
other weights. This mean that when most of the arena is good for
communication, not wondering out of range is the most effective
strategy to maintain good network performance. For high nocomm
densities [0.7,1.0], all the weights are about the same with w;
slightly higher than the others, which means that the naive march
ahead policy is most effective for these densities.

The simulated annealing process is a one-time offline initializa-
tion process for the weights. The result of is a function which maps
the density of nocomm zones to a set of value for the three weights.
The network nodes, however, do not know the density of nocomm
zones, but as is shown in Section VI can estimate it efficiently
and with sufficient accuracy to make appropriate assignments to
the weights. Each node has its own estimate of nocomm zone
locations which is constructed online as shown in Section IV-C.2.
This estimate is what is used to compute an estimate for the density
of nocomm zones. Only the A;(u) values which has a certainty
of ¢i(u) > Cmin are used in the estimate. (min is a threshold of
certainty which suggests that the estimate can be trusted.

VI. SIMULATION AND RESULTS

The problem of path planning for connectivity under uncertainty
requires that network nodes are able to both efficiently acquire
knowledge about the environment and take advantage of that infor-
mation to form movement plans which show network performance
improvement over the naive movement policy.

A. Simulation Setup

Simulations were performed on an arena of 100 x 150 m?. It
was discretized to form a lattice movement graph Gas of 15,000
thousand nodes, with each non-border node having 8 neighbors
and a degree of 9 which includes the self-reference edge. Each
simulation involved 10 nodes. The origins of the nodes were evenly
spaced along the bottom of the arena and the destinations of the
nodes were evenly spaced along the top of the arena. So the origin
of node 0, for example, is (7.5,0), and the origin of node 1 is
(22.5,0). So for each node 4, the distance at start and end of a
scenario to its closest neighbor is 15. dmax Was chosen to be 20.
Each data point on the presented plots is an average of 10,000
simulations.

The shortest scenario duration Ti,in = 100, since the lengths of
the shortest paths given the topology used in these simulations are
all equal to 100. Thhax was set to 105, which means that there is a
slack time of 5 steps that is allowed for planning. The greater Tiax
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Fig. 2. The coverage increase of knowledge certainty about nocomm zone
locations and the accuracy of that knowledge with repeating traversals of
an environment.

is the more network performance improvement is attainable [19],
[20]. Only a small slack was provided to show that improvement
can be attained with almost no cost to the travel time.

¢ from Equation 2 was set to 1. For ant colony optimization,
the rate of evaporation § was set to 0.1, and both a and 3 from
Equation 9 were set to 1. Unless otherwise stated, the weights for
the heuristic function in Equation 7 are all set to 1.

B. Learning Rate and Accuracy

Exploration as an objective is not directly part of the optimization
process in that nodes only acquire enough information to help local
maneuvering around nocomm zones and within the communication
range of other nodes. Over time, however, the knowledge acquisi-
tion and fusion process establishes at each node a detailed estimate
of the environment. If the nodes are allowed to travel along that
same environment again, the breadth of their knowledge expands.
Figure 2 shows the percentage of positions in V), that on average
the nodes have more than 0.8 certainty about in terms of it being
or not being part of a nocomm zone. Also, the figure shows, for
the estimates that have more than 0.8 certainty, the probability
of it being a correct estimate. After only 3 runs, it appears that
the estimates converge to about 80% accuracy. It is important to
note the difference between obstacles in the physical medium and
nocomm zones which are obstacles in the communication medium.
It is more difficult to detect nocomm zones, because when a node’s
communication goes out, a node cannot easily distinguish which of
the three scenarios caused this. From the perspective of a node that
just got disconnected, the scenarios again are: (1) 'm in a nocomm
zone, (2) My neighbors are in a nocomm zone, (3) My neighbors
went out of my range, or some combination of (2) and (3). Only
when other nodes confirm one of the three hypotheses, can a node
be more sure about the communication status of that position.

C. Connectivity Improvement

The main goal of this paper is develop a methodology for
constructing a movement policy that can provide good network
performance under uncertain knowledge and gradually-learned es-
timate of the environment and network state. Figure 3 shows the
average network connectivity attained with and without planning
with a communication objective. The base of comparison is a
naive strategy which marches ahead along the shortest path to the

1957



Naive Meth(;d —e—
Planning Method ---m---

9 Weight Optimization Method ---©--- -0
s
8 i
)z/Z/Z/z:" ’
o
w !
7 . o]

m lo'
o
3 el =4
ﬁ!’ o'OE
2 @2

0@

Average Number of Connected Components

O
Welog
(o-@

0 0.2 0.4 0.6 0.8 1

Density of Nocomm Zones

Fig. 3. Comparison of the improvement of network connectivity attained
by three different methods with increasing density of nocomm zones.

destination. The two other strategies shown in the figure are the
network-centric planning with heuristic weights of (1,1,1) and
with optimized weights as described in Section V-B. This plot was
generated by running the nodes from their origins to their goals and
then back to their origins, recording the average connectivity for the
trip back. The first part of this scenario is meant to demonstrate the
ability of the network nodes to estimate the communication signal
properties of the environment, and the second part of this scenario
is meant to demonstrate the ability of the nodes to take advantage
of the newly gained information in improving connectivity.

The key insight provided by Figure 3 is that path planning can
achieve significant improvement in connectivity relative to the naive
march-ahead approach for low to medium densities of nocomm
zones. Another insight is that the offline optimization of weights,
along with online estimation of nocomm zone density, can greatly
improve the benefit gained from planning with communication
objectives.

VII. CONCLUSION

We show the benefit of path planning in communication net-
works under incomplete and uncertain knowledge by proposing
a distributed method which both acquires knowledge through ex-
ploration, fuses estimation data from other nodes, and uses this
information to form movement plans of good average network
performance. The latter is computed by ant colony optimization,
with the scalarization weights of the heuristic function optimized
by simulated annealing.
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