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Abstract— This paper studies the problems of H∞ output
tracking performance analysis and controller design for net-
worked control systems (NCSs) with time delay and packet
dropout. By defining new Lyapunov function and using the
discrete Jensen inequality, linear matrix inequality (LMI)-based
H∞ output tracking performance analysis and controller design
are presented. The adoption of the discrete Jensen inequality
may reduce the computational complexity of the obtained
results. The designed controllers can guarantee asymptotic
tracking of prescribed reference outputs while rejecting dis-
turbances. The simulation results illustrate the effectiveness of
the proposed H∞ output tracking controller design.

I. INTRODUCTION

In many practical systems, the original plant, controller,

sensor and actuator are difficult to be located at the same

place, they are often connected over network media, giving

rise to the so called NCSs. The flexibility and ease of main-

tenance of a system using network to transfer information

is a very appealing goal. However, computer loads, net-

work, sporadic faults, etc. may cause time delay and packet

dropout, which might be potential sources to instability and

poor performance of NCSs.

Many researchers have studied stability/stabilization for

NCSs in the presence of network-induced delay [1], [2],

[3]. In [4], a novel model-predictive-control strategy with

a timeout scheme and p-step-ahead state estimation was

presented to overcome the adverse influences of stochastic

time delay and packet losses. For other methods dealing with

time delay and packet dropout, see also [5], [6], [7]. Recently,

there have been considerable research efforts on H∞ control

for systems with time delay [8], [9], [10].

Synthesizing feedback controllers to achieve asymptotic

tracking of prescribed reference outputs while rejecting dis-

turbances is a fundamental problem in control. The main
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objective of tracking control is to make the output of the

plant, via a controller, track the output of a given reference

model as close as possible. For the problem of output

tracking control, [11] studied the reliable robust tracking

controller design problem against actuator faults and control

surface impairment for aircraft. [12] solved the tracking and

disturbance rejection problem for infinite-dimensional linear

systems, with reference and disturbance signals that were

finite superpositions of sinusoids. For other results on output

tracking control, see also [13], [14], [15] and the references

therein.

The study on NCSs and output tracking control keeps

attracting considerable attention due to the demands from

practical dynamic processes in industry. To the best of our

knowledge, however, few works pay attention to the problem

of output tracking control for networked control systems

except in [16], in which paper the controlled plant and

the controller are in continuous time and discrete time,

respectively.

In this paper, the discretized controlled plant and the

discrete time controller will be considered, and the dis-

crete Jensen inequality is also adopted to avoid introduc-

ing any redundant matrices, which are different from the

existing results on output tracking control for NCSs. By

using LMI-based method, H∞ output tracking performance

analysis and controller design for NCSs with time delay

and packet dropout are presented, the designed H∞ output

tracking controllers can ensure the stability of the closed-

loop NCSs and optimal tracking performance. The discrete

Jensen inequality is adopted for controller design and no

any redundant matrices are introduced, so the computational

complexity of the obtained results may be reduced compared

with the ones having redundant matrices [6], [7], [16].

This paper is organized as follows. Section 2 presents the

closed-loop model of H∞ output tracking NCSs. Section 3

is dedicated to the H∞ output tracking performance analysis

and controller design for NCSs with time delay and packet

dropout. The results of numerical simulation are presented

in Section 4. Conclusions are stated in Section 5.

Notation. Throughout this paper, MT represents the trans-

pose of matrix M. I and 0 represent identity matrices and

zero matrices with appropriate dimensions, respectively. ∗
denotes the entries of matrices implied by symmetry. Matri-

ces, if not explicitly stated, are assumed to have appropriate

dimensions.

2008 American Control Conference
Westin Seattle Hotel, Seattle, Washington, USA
June 11-13, 2008

FrA05.2

978-1-4244-2079-7/08/$25.00 ©2008 AACC. 3780



II. PRELIMINARIES AND PROBLEM STATEMENT

Consider a linear time-invariant plant described by

ẋ(t) = Ax(t)+B1u(t)+B2ω(t)
y(t) = Cx(t)+Du(t)

(1)

where x(t), u(t), y(t), ω(t) are the state vector, control input

vector, measured output, and disturbance input, respectively,

and ω(t) is piecewise constant. A, B1, B2, C, D are known

constant matrices of appropriate dimensions.

The main objective of this paper is to design a controller,

such that the output y(t) of the plant tracks the output of

a given reference model as close as possible. Suppose the

reference model is described by

˙̂x(t) = Gx̂(t)+ r(t)
ŷ(t) = Hx̂(t)

(2)

where x̂(t) and r(t) are the reference state and the energy

bounded reference input, respectively, and r(t) is piecewise

constant. G and H are known constant matrices of appropri-

ate dimensions with G Hurwitz.

The state feedback controller takes the following form

u(t) = K1x(t)+K2x̂(t) (3)

where K1 and K2 are the state feedback controller gains

which will be designed in this paper.

In this paper, we suppose the sensor is clock-driven, both

controller and actuator are event-driven. If time delay or

packet dropout occur, the latest available control inputs will

be used.

The assumption on time delay is as follows.

Assumption 1. The time delay τk (τk is the sensor-to-actuator

time delay) is assumed to be time-varying and can be denoted

as τk = nh+εk, where n is a positive integer, h is the sampling

period, εk ∈ ϑ1 = {0, h/l, 2h/l, · · · , (l −1)h/l, h}, l is a

positive integer and l > 1.

Considering the definition of εk, we have

u(t) =

{
uk−n−Lk

, t ∈ [kh, kh+mh/l)
uk−n, t ∈ [kh+mh/l, (k +1)h]

(4)

where m = 0, 1, · · · , l, uk−n−Lk
is the available control

input at the sampling instant kh. Define LM and Lm as the

upper-bound and lower-bound of Lk, respectively, then the

maximum of consecutive packet dropout is LM −1.

Considering the effect of time delay and packet dropout,

the discrete time representation of the system (1) is as follows

xk+1 = Φxk +Γ0(εk−n)uk−n +Γ1(εk−n)uk−n−Lk
+Γ2ωk

yk = Cxk +Duk−n−Lk

(5)

where Φ = eAh, Γ0(εk−n) =
∫ h−εk−n

0 eAsdsB1, Γ1(εk−n) =∫ h
h−εk−n

eAsdsB1, Γ2 =
∫ h

0 eAsdsB2, uk = K1xk +K2x̂k.

Correspondingly, the discrete time representation of the

system (2) is as follows

x̂k+1 = Φ̃x̂k + Γ̃ rk

ŷk = Hx̂k
(6)

where Φ̃ = eGh, Γ̃ =
∫ h

0 eGsds.

Therefore, from (5)-(6), we can get the following aug-

mented closed-loop system

ξk+1 = Ψ1ξk +Ψ2Kξk−n +Ψ3Kξk−n−Lk
+Ψ4νk

ek = Ψ̃1ξk +DKξk−n−Lk

(7)

where ξk =

[
xk

x̂k

]
, ek = yk − ŷk, νk =

[
ωk

rk

]
, Ψ1 =

[
Φ 0

0 Φ̃

]
,

Ψ2 =

[
Γ0(εk−n)

0

]
, Ψ3 =

[
Γ1(εk−n)

0

]
, Ψ4 =

[
Γ2 0

0 Γ̃

]
, Ψ̃1 =

[C −H], K = [K1 K2].
Then, the tracking requirements are expressed as follows

(see [16])

i) The augmented closed-loop system in (7) with νk = 0 is

asymptotically stable

ii) The effect of ωk and rk on the tracking error ek is

attenuated below a desired level in the H∞ sense. More

specifically, it is required that

||ek||2 < γ||νk||2

for all nonzero νk ∈ L2[0, ∞) under zero initial condition,

where γ > 0. We say the H∞ output tracking performance is

achieved if the above two requirements are met.

Based on the discrete-time state equation (7), we will study

the problems of H∞ output tracking performance analysis and

controller design in this paper.

The following discrete Jensen inequality will be used in

the sequel.

Lemma 1 [17]. For any constant positive semi-definite

symmetric matrix M ∈ Rm∗m, two positive integers β1 and

β2 satisfying β2 ≥ β1 ≥ 1, the following inequality holds

−(β2 −β1 +1)∑
β2

i=β1
ψT (i)Mψ(i)

≤−
(

∑
β2

i=β1
ψ(i)

)T

M
(

∑
β2

i=β1
ψ(i)

) (8)

III. H∞ OUTPUT TRACKING PERFORMANCE

ANALYSIS AND CONTROLLER DESIGN

This section is concerned with the problems of H∞ output

tracking performance analysis and controller design.

For the augmented closed-loop system (7), we suppose the

controller gains K1 and K2 are given. The following theorem

presents the conditions under which the system (7) achieves

the H∞ output tracking performance γ .

Theorem 1. For given controller gains K1 and K2, if there

exist symmetric positive definite matrices P, Q1, Q2, Q3, Q4,

Z1, Z2, Z3, Z4, scalar γ > 0, such that the following LMIs

hold for every feasible value of εk−n (εk−n ∈ ϑ1)



Λ11 Z1 0 Z4 Z2 0

∗ Λ22 0 0 0 0

∗ ∗ Λ33 Z3 Z3 0

∗ ∗ ∗ Λ44 0 0

∗ ∗ ∗ ∗ Λ55 0

∗ ∗ ∗ ∗ ∗ −γI

∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
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ΨT
1 P (Ψ1 − I)T M Ψ̃T

1

KT ΨT
2 P KT ΨT

2 M 0

KT ΨT
3 P KT ΨT

3 M KT DT

0 0 0

0 0 0

ΨT
4 P ΨT

4 M 0

−P 0 0

∗ −M 0

∗ ∗ −γI




< 0 (9)

where

Λ11 = −P+Q1 +(LM −Lm +1)Q2 +Q3

+Q4 −Z1 −Z2 −Z4

Λ22 = −Q1 −Z1

Λ33 = −Q2 −2Z3

Λ44 = −Q4 −Z3 −Z4

Λ55 = −Q3 −Z2 −Z3

M = n2Z1 +(n+LM)2Z2 +(LM −Lm)2Z3 +(n+Lm)2Z4

then the augmented closed-loop system described by (7) is

asymptotically stable with H∞ output tracking performance γ .

Proof: Let us consider the following Lyapunov function

Vk = V1k +V2k +V3k +V4k +V5k +V6k +V7k +V8k +V9k +V10k

(10)

where

V1k = ξ T
k Pξk

V2k =
k−1

∑
i=k−n

ξ T
i Q1ξi

V3k =
k−1

∑
i=k−n−Lk

ξ T
i Q2ξi

V4k =
−n−Lm

∑
i=−n−LM+1

k−1

∑
j=k+i

ξ T
j Q2ξ j

V5k =
k−1

∑
i=k−n−LM

ξ T
i Q3ξi

V6k =
k−1

∑
i=k−n−Lm

ξ T
i Q4ξi

V7k = n
−1

∑
i=−n

k−1

∑
j=k+i

ηT
j Z1η j

V8k = (n+LM)
−1

∑
i=−n−LM

k−1

∑
j=k+i

ηT
j Z2η j

V9k = (LM −Lm)
−n−Lm−1

∑
i=−n−LM

k−1

∑
j=k+i

ηT
j Z3η j

V10k = (n+Lm)
−1

∑
i=−n−Lm

k−1

∑
j=k+i

ηT
j Z4η j

P, Q1, Q2, Q3, Q4, Z1, Z2, Z3, Z4 are symmetric positive

definite matrices and η j = ξ j+1 −ξ j.

From Lemma 1, we can see that

−n
k−1

∑
j=k−n

ηT
j Z1η j ≤−

( k−1

∑
j=k−n

η j

)T

Z1

( k−1

∑
j=k−n

η j

)

= −(ξk −ξk−n)
T Z1(ξk −ξk−n) (11)

− (n+LM)
k−1

∑
j=k−n−LM

ηT
j Z2η j

≤−
( k−1

∑
j=k−n−LM

η j

)T

Z2

( k−1

∑
j=k−n−LM

η j

)

= −(ξk −ξk−n−LM
)T Z2(ξk −ξk−n−LM

) (12)

− (n+Lm)
k−1

∑
j=k−n−Lm

ηT
j Z4η j

≤−
( k−1

∑
j=k−n−Lm

η j

)T

Z4

( k−1

∑
j=k−n−Lm

η j

)

= −(ξk −ξk−n−Lm
)T Z4(ξk −ξk−n−Lm

) (13)

− (LM −Lm)
k−n−Lm−1

∑
j=k−n−LM

ηT
j Z3η j

= −(LM −Lm)
k−n−Lm−1

∑
j=k−n−Lk

ηT
j Z3η j

− (LM −Lm)
k−n−Lk−1

∑
j=k−n−LM

ηT
j Z3η j

≤−
(k−n−Lm−1

∑
j=k−n−Lk

η j

)T

Z3

(k−n−Lm−1

∑
j=k−n−Lk

η j

)

−
( k−n−Lk−1

∑
j=k−n−LM

η j

)T

Z3

( k−n−Lk−1

∑
j=k−n−LM

η j

)

= −(ξk−n−Lm
−ξk−n−Lk

)T Z3(ξk−n−Lm
−ξk−n−Lk

)

− (ξk−n−Lk
−ξk−n−LM

)T Z3(ξk−n−Lk
−ξk−n−LM

) (14)

Define △Vk = Vk+1 −Vk, then

△V1k = ξ T
k+1Pξk+1 −ξ T

k Pξk (15)

△V2k = ξ T
k Q1ξk −ξ T

k−nQ1ξk−n (16)

△V3k ≤ ξ T
k Q2ξk −ξ T

k−n−Lk
Q2ξk−n−Lk

+
k−n−Lm

∑
i=k−n−Lk+1+1

ξ T
i Q2ξi (17)

△V4k = (LM −Lm)ξ T
k Q2ξk −

k−n−Lm

∑
i=k−n−LM+1

ξ T
i Q2ξi (18)

△V5k = ξ T
k Q3ξk −ξ T

k−n−LM
Q3ξk−n−LM

(19)

△V6k = ξ T
k Q4ξk −ξ T

k−n−Lm
Q4ξk−n−Lm

(20)

△V7k = n
−1

∑
i=−n

[ηT
k Z1ηk −ηT

k+iZ1ηk+i]

= n2(ξk+1 −ξk)
T Z1(ξk+1 −ξk)−n

k−1

∑
j=k−n

ηT
j Z1η j

(21)
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△V8k = (n+LM)
−1

∑
i=−n−LM

[ηT
k Z2ηk −ηT

k+iZ2ηk+i]

= (n+LM)2(ξk+1 −ξk)
T Z2(ξk+1 −ξk)

− (n+LM)
k−1

∑
j=k−n−LM

ηT
j Z2η j (22)

△V9k = (LM −Lm)
−n−Lm−1

∑
i=−n−LM

[ηT
k Z3ηk −ηT

k+iZ3ηk+i]

= (LM −Lm)2(ξk+1 −ξk)
T Z3(ξk+1 −ξk)

− (LM −Lm)
k−n−Lm−1

∑
j=k−n−LM

ηT
j Z3η j (23)

△V10k = (n+Lm)
−1

∑
i=−n−Lm

[ηT
k Z4ηk −ηT

k+iZ4ηk+i]

= (n+Lm)2(ξk+1 −ξk)
T Z4(ξk+1 −ξk)

− (n+Lm)
k−1

∑
j=k−n−Lm

ηT
j Z4η j (24)

Combining (7), (11)-(24) together, we have

∆Vk ≤ ξ̃ T
k Λξ̃k (25)

where

ξ̃k =




ξk

ξk−n

ξk−n−Lk

ξk−n−Lm

ξk−n−LM

νk




,Λ =




Λ11 Λ12 Λ13 Λ14 Λ15 Λ16

∗ Λ22 Λ23 Λ24 Λ25 Λ26

∗ ∗ Λ33 Λ34 Λ35 Λ36

∗ ∗ ∗ Λ44 Λ45 Λ46

∗ ∗ ∗ ∗ Λ55 Λ56

∗ ∗ ∗ ∗ ∗ Λ66




and

Λ11 = ΨT
1 PΨ1 −P+Q1 +(LM −Lm +1)Q2 +Q3 +Q4

−Z1 −Z2 −Z4 +(Ψ1 − I)T M(Ψ1 − I)

Λ12 = ΨT
1 PΨ2K +(Ψ1 − I)T MΨ2K +Z1

Λ13 = ΨT
1 PΨ3K +(Ψ1 − I)T MΨ3K

Λ14 = Z4

Λ15 = Z2

Λ16 = ΨT
1 PΨ4 +(Ψ1 − I)T MΨ4

Λ22 = KT ΨT
2 PΨ2K +KT ΨT

2 MΨ2K −Q1 −Z1

Λ23 = KT ΨT
2 PΨ3K +KT ΨT

2 MΨ3K

Λ24 = Λ25 = 0

Λ26 = KT ΨT
2 PΨ4 +KT ΨT

2 MΨ4

Λ33 = KT ΨT
3 PΨ3K +KT ΨT

3 MΨ3K −Q2 −2Z3

Λ34 = Z3

Λ35 = Z3

Λ36 = KT ΨT
3 PΨ4 +KT ΨT

3 MΨ4

Λ44 = −Q4 −Z3 −Z4

Λ45 = Λ46 = 0

Λ55 = −Q3 −Z2 −Z3

Λ56 = 0

Λ66 = ΨT
4 PΨ4 +ΨT

4 MΨ4

M = n2Z1 +(n+LM)2Z2 +(LM −Lm)2Z3 +(n+Lm)2Z4

To notice that the available control input at the instant kh

is uk−n−Lk
, for any nonzero ξk, we have

γ−1eT
k ek − γνT

k νk = ξ̃ T
k

Ξξ̃k

where Ξ is omitted here for space limit. Then

γ−1eT
k ek − γνT

k νk +∆Vk ≤ ξ̃ T
k

Λ̃ξ̃k

where Λ̃ = Λ+Ξ. Using the Schur complement, one can see

that (9) is equivalent to Λ̃ < 0, then for any nonzero ξ̃k, if

(9) is feasible, we have γ−1eT
k ek − γνT

k νk +∆Vk < 0.

Since γ−1eT
k ek − γνT

k νk +∆Vk < 0, then

γ−1eT
k ek − γνT

k νk < −∆Vk

Summing up both sides of the above inequality for k = 0

to k = p, using the zero initial condition and the character

that the disturbance input νk has limited energy, we have

p

∑
k=0

||ek||
2 < γ2

p

∑
k=0

||νk||
2 − γVp+1

the above inequality holds for all p, let p → ∞, we have

||ek||
2
2 < γ2||νk||

2
2

If νk = 0, (9) can ensure the asymptotic stability of the

system described by (7), and if νk 6= 0, we have ||ek||2 <
γ||νk||2, so if the LMIs in (9) are feasible, the system

described by (7) is asymptotically stable with H∞ output

tracking performance γ , this completes the proof.

In the controller gains K1 and K2 are unknown, we will

study the problem of H∞ output tracking controller design

for the system (7).

Theorem 2. If there exist symmetric positive definite ma-

trices N, Q̃1, Q̃2, Q̃3, Q̃4, Z̃1, Z̃2, Z̃3, Z̃4, matrix V , scalar

γ > 0, such that the following LMIs hold for every feasible

value of εk−n (εk−n ∈ ϑ1)




Λ̃11 Z̃1 0 Z̃4 Z̃2 0 NΨT
1 NΨT

1 −N

∗ Λ̃22 0 0 0 0 V T ΨT
2 V T ΨT

2

∗ ∗ Λ̃33 Z̃3 Z̃3 0 V T ΨT
3 V T ΨT

3

∗ ∗ ∗ Λ̃44 0 0 0 0

∗ ∗ ∗ ∗ Λ̃55 0 0 0

∗ ∗ ∗ ∗ ∗ −γI ΨT
4 ΨT

4
∗ ∗ ∗ ∗ ∗ ∗ −N 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ Λ̃88

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
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NΨT
1 −N NΨT

1 −N NΨT
1 −N NΨ̃T

1

V T ΨT
2 V T ΨT

2 V T ΨT
2 0

V T ΨT
3 V T ΨT

3 V T ΨT
3 V T DT

0 0 0 0
0 0 0 0

ΨT
4 ΨT

4 ΨT
4 0

0 0 0 0
0 0 0 0

Λ̃99 0 0 0

∗ Λ̃10,10 0 0

∗ ∗ Λ̃11,11 0
∗ ∗ ∗ −γI




< 0 (26)

where

Λ̃11 = −N + Q̃1 +(LM −Lm +1)Q̃2 + Q̃3

+ Q̃4 − Z̃1 − Z̃2 − Z̃4

Λ̃22 = −Q̃1 − Z̃1

Λ̃33 = −Q̃2 −2Z̃3

Λ̃44 = −Q̃4 − Z̃3 − Z̃4

Λ̃55 = −Q̃3 − Z̃2 − Z̃3

Λ̃88 = n−2(Z̃1 −2N)

Λ̃99 = (n+LM)−2(Z̃2 −2N)

Λ̃10,10 = (LM −Lm)−2(Z̃3 −2N)

Λ̃11,11 = (n+Lm)−2(Z̃4 −2N)

then with the control law

uk = K1xk +K2x̂k, K = V N−1

the augmented closed-loop system described by (7) is asymp-

totically stable with H∞ output tracking performance γ .

Proof: Using the Schur complement, one can see that (9) is

equivalent to



Λ11 Z1 0 Z4 Z2 0 ΨT
1 ΨT

1 − I

∗ Λ22 0 0 0 0 KT ΨT
2 KT ΨT

2

∗ ∗ Λ33 Z3 Z3 0 KT ΨT
3 KT ΨT

3
∗ ∗ ∗ Λ44 0 0 0 0
∗ ∗ ∗ ∗ Λ55 0 0 0

∗ ∗ ∗ ∗ ∗ −γI ΨT
4 ΨT

4

∗ ∗ ∗ ∗ ∗ ∗ −P−1 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −n−2Z−1
1

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

ΨT
1 − I ΨT

1 − I ΨT
1 − I Ψ̃T

1

KT ΨT
2 KT ΨT

2 KT ΨT
2 0

KT ΨT
3 KT ΨT

3 KT ΨT
3 KT DT

0 0 0 0
0 0 0 0

ΨT
4 ΨT

4 ΨT
4 0

0 0 0 0
0 0 0 0

Λ99 0 0 0
∗ Λ10,10 0 0
∗ ∗ Λ11,11 0
∗ ∗ ∗ −γI




< 0 (27)

where Λ11, Λ22, Λ33, Λ44, Λ55 are the same as the ones in

(9), and
Λ99 = −(n+LM)−2Z−1

2

Λ10,10 = −(LM −Lm)−2Z−1
3

Λ11,11 = −(n+Lm)−2Z−1
4

Pre- and post-multiply (27) by

diag(P−1, P−1, P−1, P−1, P−1, I, I, I, I, I, I, I) and

diag(P−1, P−1, P−1, P−1, P−1, I, I, I, I, I, I, I), define

P−1 = N, P−1QiP
−1 = Q̃i, P−1ZiP

−1 = Z̃i (i = 1, 2, 3, 4),

P−1KT = V T , then (27) is equivalent to



Λ̃11 Z̃1 0 Z̃4 Z̃2 0 NΨT
1 NΨT

1 −N

∗ Λ̃22 0 0 0 0 V T ΨT
2 V T ΨT

2

∗ ∗ Λ̃33 Z̃3 Z̃3 0 V T ΨT
3 V T ΨT

3

∗ ∗ ∗ Λ̃44 0 0 0 0

∗ ∗ ∗ ∗ Λ̃55 0 0 0

∗ ∗ ∗ ∗ ∗ −γI ΨT
4 ΨT

4
∗ ∗ ∗ ∗ ∗ ∗ −N 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −n−2Z−1
1

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

NΨT
1 −N NΨT

1 −N NΨT
1 −N NΨ̃T

1

V T ΨT
2 V T ΨT

2 V T ΨT
2 0

V T ΨT
3 V T ΨT

3 V T ΨT
3 V T DT

0 0 0 0
0 0 0 0

ΨT
4 ΨT

4 ΨT
4 0

0 0 0 0
0 0 0 0

Λ99 0 0 0
∗ Λ10,10 0 0
∗ ∗ Λ11,11 0
∗ ∗ ∗ −γI




< 0 (28)

where Λ̃11, Λ̃22, Λ̃33, Λ̃44, Λ̃55 are the same as the ones in

(26).

On the other hand, for symmetric positive definite matri-

ces P and Zi, we have (P− Zi)Z
−1
i (P− Zi) ≥ 0, which is

equivalent to −Z−1
i ≤ P−1ZiP

−1−2P−1. From the definition

of Z̃i and N, we can see that if (26) is satisfied, (28) is also

feasible. So if (26) is satisfied, the augmented closed-loop

system described by (7) with K = V N−1 is asymptotically

stable with H∞ output tracking performance γ , this completes

the proof.

Remark 1. Theorem 2 presents LMI-based sufficient condi-

tions for H∞ output tracking controller design, which can be

effectively solved via Matlab LMI control toolbox.

In the following, we will illustrate the effectiveness of the

proposed design method by an example.

IV. SIMULATION RESULTS AND DISCUSSION

Example 1. To illustrate the effectiveness of the proposed

H∞ output tracking controller design, we present an open

loop unstable system as follows

ẋ(t)=

[
0.1615 0.1487

−0.1021 0.1696

]
x(t)+

[
−0.1660

0.1066

]
u(t)

+

[
0.2066

−0.2104

]
ω(t)

y(t)=
[
0.0724 −0.0074

]
x(t)−0.2455u(t)

(29)

The reference model is described as follows

˙̂x(t) = −x̂(t)+ r(t)
ŷ(t) = 0.6x̂(t)

(30)
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In this example, we suppose n = 1, LM = 2, Lm=1. If

constant sampling period h is adopted, suppose h = 0.05s and

εk−n ∈ {0.2h, 0.5h,0.8h}. The initial state of the augmented

system (7) is ξ0 = [0 0 0]T . For simplicity, suppose the

packets at the instants 0, 2h, 4h, · · · are transferred to the

actuator successfully, that is one packet is dropped among

two packets.

If constant sampling period h is adopted, by solving the

LMIs presented in Theorem 2, we obtain the minimum H∞

output tracking performance γ = 0.8347 with the controller

gain K = [K1 K2] = [−0.7118 −19.9618 0.9730].

0 2 4 6 8 10 12
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−0.1

0

0.1

0.2

0.3

y
1

y
2

Fig. 1. Outputs yk and ŷk for εk (32)

Suppose the input signals are given as follows

ω(t) =





0, 0s ≤ t < 2.55s

−0.4, 2.55s ≤ t < 5.05s

0.8, 5.05s ≤ t < 7.55s

0.3, 7.55s ≤ t < 11.95s

r(t) =





0, 0s ≤ t < 2.55s

0.4, 2.55s ≤ t < 5.05s

−0.9, 5.05s ≤ t < 7.55s

−0.16, 7.55s ≤ t < 11.95s

(31)

For control input uk which is transferred to the actuator

successfully, suppose the time varying part εk of τk is given

as follows

εk =





0.2h, 0s ≤ t < 2.55s

0.5h, 2.55s ≤ t < 5.05s

0.8h, 5.05s ≤ t < 7.55s

0.5h, 7.55s ≤ t < 11.95s

(32)

The output yk (denoted as y1) of the system (29) and ŷk

(denoted as y2) of the reference model (30) are pictured in

Fig. 1.

From Fig. 1, we can see that the output yk of the system

(29) tracks the reference signal ŷk generated by the reference

model (30) well in the H∞ sense, which illustrates the

effectiveness of the proposed H∞ output tracking controller

design.

V. CONCLUSIONS

In this paper, the problems of H∞ output tracking

performance analysis and controller design for NCSs with

time delay and packet dropout have been investigated.

By using the discrete Jensen inequality, LMI-based H∞

output tracking performance analysis and controller design

for NCSs are presented. The designed output tracking

controllers can guarantee asymptotic tracking of prescribed

reference outputs while rejecting disturbances. Numerical

example has illustrated the effectiveness of the proposed H∞

output tracking controller design.
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