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Stable Receding-Horizon Cooperative Control of a Class of
Distributed Agents

Elisa Franco, Thomas Parisini, and Marios M. Polycarpou

Abstract— This paper develops a cooperative control scheme
for a team of distributed agents. Each agent is assumed to
evolve in discrete-time and exchange delayed state information
with a subset of neighboring or cooperating agents. Delays
can be different for each pair of cooperating agents. The
control design is derived using a finite-horizon cost function
that includes both the regulation and cooperation objectives.
The cooperative control problem is formulated in a receding-
horizon framework, where the control law can be explicitly
broken up in two components: one due feedback from the
local state variables and the other based on delayed infor-
mation gathered from cooperating neighboring agents. Novel
theoretical and constructive results are presented, concerning
the choice of the cost function in order to guarantee stability of
the overall team of agents, and extending sufficient conditions
previously established by the authors. Simulation results are
used to illustrate the effectiveness of the proposed control
scheme.

I. INTRODUCTION

Cooperative control among a team of distributed agents is
an area that has attracted significant attention during the last
few years. Research activity in this area can be classified
into two main broad categories. The first one deals with
large scale dynamic systems, where the main issue is to
reduce the computational load stemming from a centralized
approach [1], [2], [3]. The second category considers the
problem of controlling and coordinating teams of cooperat-
ing dynamic systems (mainly Uninhabited Autonomous/Air
Vehicles (UAVs)), whose aim is to fulfill a global and/or
local goal. In this paper, we are particularly interested in
approaches related to this second category.

In the area of cooperative control of autonomous systems
(agents), one of the main trends is to match global and
local targets, optimizing some suitably chosen local cost
function in a model-predictive control framework, where
the cost function takes into account collisions and violation
of specific constraints on formation, and may reward the
tracking of a certain path. For example, in [4] a two-degrees
of freedom team of UAVs assigned to visit a certain number
of points, is considered. Coordination of a large group of
cooperating nonlinear vehicles is considered in [5], [6],
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where a centralized cost function is decomposed and locally
minimized; stability is assured by exploiting graph theory
assumptions and potential functions. Other recent works
deal with agreement issues [7] and topology-independent
stability criteria [8].

In [9] the authors considered the cooperative control
problem for a team of agents described by discrete-time
dynamic systems. In this framework, each agent is pro-
vided with a “local” control objective that depends on
two different sub-objectives: (i) a control objective that
depends only on the local state variables and (ii) a control
objective that depends on the information exchanged with
neighboring/cooperating agents, which aims to achieve a
desired global cooperation behavior between the team of
agents. The information exchanged between the cooperating
agents is delayed and the length of the delays are different,
depending on the specific agents considered. The cooper-
ative control problem was formulated for each agent in a
receding-horizon (RH) framework, where the control law
can be explicitly broken up in two components: the first
one is based on the feedback from the local state variables
and the second one is based on information gathered from
cooperating neighboring agents. The proposed scheme starts
from the local formulation of the problem, then drawing
conditions on the overall stability of the team, whereas
works as [10] deal with the synthesis of local controllers by
starting from a centralized cost minimization, imposing the
suboptimal solution to take certain geometric directions.

In this paper, the results of [9] are extended by developing
a set of bounding expressions for the linear control law.
This allows the derivation of a relationship between the
stability of the team of cooperating agents with the coupling
matrices chosen in the local cost functions. Hence, the
stability of the overall team of cooperating agents can be
guaranteed by appropriate selection of cooperation weight
matrices. Simulations results using a set of UAVs moving
in a two-dimensional space are shown to illustrate the
effectiveness of the proposed receding-horizon cooperative
control scheme.

II. PROBLEM FORMULATION

In this section the cooperative control problem is out-
lined. The proposed formulation follows closely the one
developed in the recent article [9], but for completeness it
is also described here.

Let us consider a distributed dynamic system made of a
set of M agents denoted as A = {A?, i =1,...,M}. Each
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agent A’ is described by the LTI state equation:
+ B'uj, M, (1)

where, for each i = 1,..., M, i} € R™ denotes the state
vector and ui € R™" denotes the control vector.

We assume that, for each i = 1,..., M, the pair [A?, BY|
is stabilizable and that all M agents are synchronized. The
agents are dynamically uncoupled; moreover the members
of the team do not know the dynamics of their neigh-
bors. We assume though that each agent A’ exchanges
some information with a given set of neighboring agents
g & {Aj, J € Gi}, where G* denotes the set of in-
dexes identifying the agents belonging to the set G*. More
specifically, consider a generic time—instant ¢; then for each
i=1,..., M, agent A’ receives from each cooperating agent
A7 € G the value of its local state vector with a delay of
Aﬂ time steps, that is, agent A receives the vector :cf Ajs
from agent A € G*. For simplicity, in the rest of this paper
welet 79 2] ., jeq".

AT S
Tiy = Ay i=1

g ey

For each i = M and for a given value of x!
at time—instant ¢, the following finite-horizon (FH) cost
function is introduced (|| - || denotes the euclidean norm):

Ni-1
Jon = Z (||xi+k||fm + Huﬁkaw) + HI,ZngNq,H?;;vi
k=0
N'—1 B )
+ 0 > lwh — @+ ) |Fs @
k=0 jeGi
3 b =+l
JEGI

where without loss of generality, we consider agents with
the same state size, i.e. n’ = n. The parameters N°, i =
1,..., M denote the lengths of the control horizons for
each agent and dj) € R",k = 0,...,N' — 1,i =
1,...,M,j € G* are given constant vectors representing
the desired “distance” between the state variables of co-
operating agents. The symmetric state—weighting matrices
satisfty P* > 0,Py, > 0,587 > 0,57, > 0 and the
symmetric control weighting matrices satisfy R' > 0.
The local control strategy is based on a RH framework
(see [9] for more details). Hence we have the following

Problem 2.1: At every time instant ¢ > 0 and for every
agent A", i =1,..., M, find the RH optimal control law
ufH” = vﬁH(xt,x, A0 J € G') where ufH is the
first vector of the control sequence uf H'® , f ﬁ\;o
that minimizes the cost (2) for the local state l‘t and the
delayed states 7%, j € G".

,j € GY) is of the
FH® de-

The RH control law ~oy (%; x) N

feedback—feedforward type as the control vector u;
pends on the local current state ¢ and on the delayed states
¥, j € G* communicated to the agent A’ by the cooper-
ating agents belonging to G’. The structure of the control
objective is made of two parts: a “local” control objective

aimed at minimizing the partial cost given by the terms
Ni-
k=0 (th-',-kat"‘”ut-s-k”QL)+||xt+]vz %’li and a “coop-

',
eration” control objective aiming at mmlmlzmg the part1a1

cost given by the remaining terms Z k0 Z c Gl T —
0512

xt Aji +d || ij +Z7er tJrN'L_ lj"’d S” Then,

as the control law for each agent A%, i =1,. M takes

on the form ~io, (xk; x] a0 J € GY), then the dynamic
behaviors of the agents are coupled and depend on the

values of P*, Py, 5", S%HRZ and d”

III. THE LOCAL RH CONTROL LAW

The solution of Problem 2.1 gives rise to an un-
constrained minimization problem in the unknowns
ul, ... ,ui yni_1- The analytical solution can be obtained
by resorting to results which are available in the literature
(see, for instance, [11]). For k = N* —1,N* —2,...,0,
we obtain the backwards difference equations:

. = P+ Z 59+ AiT[q}iH — ¢ B
%
il i i iN—1pil i i
X (B" g1 B'+R) B q4]A (3)

il il i icpi | i i iy—
[A 7A qk+1B (B qk+1B +R>

x B iy + Y SU@E - dY), @
jEG!

[ _
Uty =

with boundary conditions q}v = PL+> icgi S%i and
Viini = Djeg S” (' — d7;). From now on, without
loss of generality and again for the sake of notational
simplicity let us assume S, = S and dY, = d;] =
a7, k=0,...,N*—1.

After some algebra (see again [9]), and owing to the fact
that the quantities (7% — d*/) are constant inside the FH
time window, we can write

Vi =5 Y S9(zY

jeG?

—d"). 5)

where CIDi are suitable matrices which are computable off-
line. Therefore for k = 0,...,N* — 1, matrix gains are
obtained: Kk =B quBZ +R1) (Bﬁq,iHAi) and
K{' = (B''qi,,B' + R)"'B'" . For each k, the FH
control action is then given by

i zt i vt i
U = —Ki @y + K v, (6)

where v} 4 p41 18 given by (5). The RH control law solving
Problem 2.1 is thus derived from (6) setting k£ = 0, that is

RH™ __ i v Ei i (=1
uy =—Kj z; + Kj @] g SY(z
jEG?

—dv). (D)

IV. STABILITY OF THE TEAM OF COOPERATING AGENTS

For the sake of simplicity, we will assume from now
on that all the agents have the same input dimension,
and also the same finite optimization horizon (i.e., we
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set m* = m, and N* = N, for each i = 1,...,M).
Moreover, again without loss of generality and not to make
the notation too heavy, we’ll suppose that all the agents in
the set .4 cooperate to minimize their local costs, that is
G'={1,...,M}\ {i},i=1,...,M. According to the
framework proposed in [12], we want to recast this tracking
problem into an LQR problem in order to find explicit
stability conditions for each agent. In the following we will
sketch the steps which carry to such equivalent problem
form. First of all, at time ¢ and for each ¢ = 1,..., M we
have to introduce an auxiliary dynamic system described
by the state equation

AlhxtJrk,k:O,...,N—l, (8)

xt+k+1

(M=1) and where the initial condi-

tion is given by zi" £ [(z!! — d)T|.. ( il
dzz 1)T|( 3,041 dz z+1)T.”|( 71 M dzM) ] . Matrix
A" in system (8) is an identity matrix of appropriate
dimensions. Hence, the following augmented systems is
obtained':

xt+k+1 —AZ Txt+k+B Tuilk, k= 07...,]\[—17 (9)

where xsz € R»

inro A i i,h i“rooA g
where ;) £ col [zl 2y, gy S ul

et 8,
Clearly, A" ¢ RrMxnM = pir c RrMxm and () will
denote from now on zero-matrices of appropriate dimen-
sions. As toroughly detailed in [9] (to which we address the
interested reader), an equivalent optimal regulator problem
has can be easily formulated, by suitably modifying the
weighting matrices in the FH cost (2); the latter can be
rewritten as:

] B AB ... .

N-1

T =3 (bl + gl )
2 (10

1,7 2
S e s
Therefore, Problem 2.1 can be restated in an equivalent form

as an LQR problem with the new matrices, referred to the
new augmented system (8).

Problem 4.1: At every time instant £ > 0 and for every
agent A% i =1,..., M, find the RH optimal control law

4,70 i,70
uftH = e (a:t ) where ultH s the first vector of

the control sequence uf """ . ul -ﬁv , that minimizes

the cost (10) for the local augmented state ;"

I'The original dynamics of agent A’ is not affected by the augmentation
with the auxiliary system.

Let us now consider the Fake Algebraic Riccati Equation
(FARE) associated to Problem 4.1 (see, for instance [12]):

Az r [ 6T q]i,rBi,r (Bi,r qk—o—lBl N

i, —1 i,rT T, AL,T R
+ RUT)TIBET b AR 4 P (11
k=N—-1,N-2,...,0,
;JVT' — P)]?,\}T7
where N _ 4 4
PTEPYT — (q) — Q) (12)

The asymptotic stability of the local closed loop system,
when the RH control law solving Problem 4.1 is applied, is
related to the eigenvalues of the closed loop matrix A",
of system (9), where
AT B i
A =AY —

Bi,r Bi,r @7 Bzr Ri,r —1
(B iy I,

1,7 1,7
x B quA

The conditions for which the eigenvalues of matrix flé’r
are all strictly inside the unit circle can be found in the
following result [12].

Theorem 4.1: Consider the FARE (11) and definition
(12); if the following assumptions hold: a) R*" is positive
definite; b) [A” Bi "] is stabilizable; ¢) [A"", (Py")?] is
detectable; d) Py is positive semidefinite. Then matrix ¢}
is stabilizable, that is, the eigenvalues of matrix A}" are all
strictly within the unit circle. O

Assumptions made in Section II imply that hypotheses
a) and b) of Theorem 4.1 are fulfilled by construction. As
to Assumption c), the following alternative result holds true
(see [9], where several comments are also reported).

Corollary 4.1: Let us take into consideration definition
(12); if the following assumptions hold: a) [A"", B"] is
stabilizable and R"" is positive definite; b) [A"", (Pir)z]
is detectable; c) Py > P%"; then the eigenvalues of matrix
Ag" are all strictly within the unit circle. O

The above stability results concern each single agent as
an uncoupled system where the cooperation information
gathered from the other agents has just the role of an
external input (hence not affecting its dynamics). Let us
now recall from [9] the stability results in the case where
the dynamic behaviors of the agents are coupled due to
the cooperation objective. Under the application of the RH
optimal control law (7), the closed loop dynamics of the
i-th agent can be described as

s =i+ ¥ P -d,
jEG?
where AP £ A" — B'KZ' and F 2 BiKY ®i5i,

The dynamics of the whole group of cooperating agents
can be then modeled. Define the maximum delay

A2 ma;c Aj;; then introduce MA further state equa-
0,53 177

i1 i .. |

tions pply = xj, ppt = o0t s ot = 00T
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1 = 1,...,M. Accordingly, an augmented state vec-

tor x¢ € RPMU+A) s defined in the form z¢ 2
1T MT 11T MaT 1,AT  MAT,T
[y . py epy e Py e Py |' . Then,

the global system dynamics can be described as
M
afy = A+ Fld

=1

15)

The above introduced matrices definitions follow; A% is
given by:

Al PP A
0]

where A € RPM>nM = A 2 plkdiag(AY, ..., AM) | Tya
isan nMA xnMA identity matrix, and () denotes a zero
rectangular matrix of dimension nMA x nM . Matrices
FF ¢ RPMxnM I — 1 A are block matrices for k =
1,..., M :the i, block is equal to F'/ if agent A’ receives
the information about the state of agent A’ with a delay
of k time—steps, otherwise is a null matrix. We address the
reader to [9] for a precise definition of matrices F * and
vectors d’, which are rather obvious.
Let us consider the following partition of matrix A®:

A FA
welA 2,
where fA c RnMXnJMA , Z‘A c RHJ\/IAXTLM , and
HA € RPMAXRMA are appropriately defined.
In [9], the following sufficient condition on the stability
of the system (16) has been proved.

ace ]
| Inyia

(16)

A7)

Proposition 4.1: Consider the global coupled system
(15). Moreover, for each agent A?, i = 1,..., M, consider
the FARE (11) and definition (12) and suppose that: a)
R"" is positive definite; b) [A“", B*"] is stabilizable; c)
[AP" (Pi™)2] is detectable; d) Po" is positive semidef-
inite. Then, there exists 0 < o < 1 such that ||(z] —
HA) T2 (2] — A)~Y|s < . Moreover, if the cooper-
ation weighting matrices are chosen in such a way that
| F2||so < 1/a, then the team of agents is asymptotically
stable. ]

The stability properties of the team of agents depend on
the terms in the FH cost function related to the cooperation
objective for the team. Proposition 4.1 states as a sufficient
but not constructive condition, that a suitable choice of the
coupling matrices in the local cost functions can guarantee
stability of the team. In the next sections, some novel
results will be given, providing some more insight on the
appropriate choice of the coupling weighting matrices.

V. BOUNDING EXPRESSIONS FOR THE CONTROL LAW

In order to relate the stability of the team with the
coupling matrices chosen in the local cost functions, some
bounds on matrices F*/ in (14) will be given as functions
of matrices S%. References for the following section are

given by [13] and [14]. First of~ all, let us give a more
explicit expression for matrices % appearing in (5). Let
us rewrite (4) defining

LA A G BB B +R)IB . (18)

As vectors (% — d) are constant within the FH time
window, (4) becomes:

Vi = [T+ Phpy + Phyo®hyr + ..
o Rl B Y S (@Y —dY),
jeaGi
Hence, matrices (i>}c take on the form

O 2 I+ Bfy + Phyo®hyy -+ Oy - Pl ],

(19)
In the following, some bound on CfD}C will be determined.
To this end, let us consider the Riccati equation (3). Recall
that, for a suitably large choice of q}vi, it can be shown that
q;, < qj4q, for k=0,...,N*— 1. Letting

JjEG!
we obtain k =0,..., N* — 1 the inequality >
o< AT [I — @B (B Pi,Bi+ R)'B |

Hence, defining ©%,;, £ Bi(BiTP]ini + Ri)*lBiT >0
it follows that '

op <A’ [1-qi0p |, k=0, N -1
;L

Let us now determine a lower bound on ¢}, as a function
Qf Z jegi S;\],i . We assume that. weight matrices R’ are
identity matrices of appropriate dimension. Then, applying
the matrix inversion lemma we can write

. T . T . _ 0T .
G =A" g [ = BB gl B+ D)7 B gl | A
LPi Y s
%
T ) S o et S . .
— A" (@) T+ BB AP Y S
jeGt
k=N'—1,N"—2,...,0.
Since q}’C 11 2>0, the first term on the right-hand side of
the above equality is positive; since P* > 0 and S >0
by assumption, we have
G>P 2P+ >S9 k=N -1N-2...0.
JjeG?

and then the upper bound on ®! takes on the form

ol <A’ [I—E@ipi}, k=0,...,N' —1.
i

2We remark that, for the sake of simplicity, we are dealing with the case
of cooperating agents with the same dimension of the state and control
vectors, without losing the general validity of the results.
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Now, define the matrix Wi, £ [I — P @ff,jw], which

depends on the choice of matrices S/ . By substitution in
(19), we draw the following upper bound for ®? :

B < [T+ A Wy + (AT Wh)2 4 (AT W),

As a result, the following upper bound on matrices %
in (14) has been derived:

F = B'KY {89 < &L, 8, (20)
where £i,, 2 BIKY'[I+ AT Wi, 4+ (A7 Wi, )2 4 .+
(AiT\I/gij)N ']. It is worth noting that the subscript S%
in matrices W, and £, emphasizes the fact that these
matrices depend on the choice of sum of the cooperation
weighting matrices S* for each agent A°.

VI. CHOICE OF THE STABILIZING COST FUNCTION

Now that a bound on matrices F'*/ has been derived, we
are able to proceed to the following step: find a choice of
matrices S® in (2), guaranteing the stability of the team
of cooperating agents. In Section IV, the overall system
dynamics were described as af, | = A%¢ + S M Fidi,
where matrix A% was partitioned as in (17). Proposition 4.1
stability was guaranteed in terms of a bound on the norm
| F2||oo - In the following, by exploiting the bounds (20)
on matrices "/, we shall analyze how the cooperation
weighting matrices S% in the cost function alterate the
norm ||F2|| thus influencing the stability property of the
system. More specifically, once it has been verified that
(21 — HA)"'Z2(2 — A)~'|s < a for some positive
scalar «, let us find some explicit condition on the coupling
matrices to ensure that ||F2| < 1/a, thus fulfilling
Proposition 4.1.

Let us first recall the structure of matrix F2 =
[F' F? ... F2]. Assuming again that all the agents
have the same state dimension, and if the communication
between the agents is not replicated over the time frame A,
it follows that

A _ ij
172 oo =, max |7 Flac
JEG®

Supposing that all the coupling matrices S are diagonal,
from (20), we obtain immediately

Z i Sgé” Z St

jegt jegt
and thus
A _ ]
17 e = max | > FY o
jegi
< i ij
< max (185 D, 5o @1
jegi
i ij
< max €5 | Z;}S loc -
JjEG®

Summing up, we get the following result:

Proposition 6.1: Let us take into account the global
coupled system (15). Moreover, for each agent A’ i =
1,..., M, consider the FARE (11) and definition (12) and
suppose that: a) R"" is positive definite; b) [A"", B""]
is stabilizable; ¢) [A®", (Pi")2] is detectable; d) P is
positive semidefinite. Then, there exists 0 < a < 1 such
that ||(zI — H2)"'Z2(2I — A)"Y|s < . Moreover, if
the cooperation weighting matrices S% are chosen in such
a way that

. 1
DSVl < 2

jeEG:

max [|€5

then the team of agents is asymptotically stable. (]

It is worth noting that, once the other parameters of the
local system and the cost function are set, and asymptotic
stability of matrix A is ensured, inequality (21) can be
tested adapting suitably 3 5. 5% the choice of the single
matrices 5% can thus be interpreted as a tuning parameter
in the design of the cooperative control scheme.

VII. SIMULATION RESULTS

The cooperation of a set of UAVs moving in R? has been
studied, by applying the proposed decentralized RH control
framework. The objective of the cooperative controller is to
reach a certain “formation” around the origin, maintaining
the formation during the entire trajectory. The state of the
vehicles is given by the two independent space position and
velocity components, plus the uncoupled orientation angle
and its rate. The discretization has been carried out with
a sampling time 6 = 0.1; the physical parameters have
been derived from [15], even though our model is highly
simplified.

For the local cost function (2), we set P! =
blkdiag(300,1,300,1,300,1), Py = 5P and R' =
blkdiag(1,1,1). As to the cooperation weight matrices
S% . several values have been considered in order to test
the effectiveness of the algorithm and of the proposed
bounds on the 3. g S for each ¢ . The initial con-
dition is a set of matrices that causes instability of the
team, with all the matrices S% equal to S;’ = 30 x
blkdiag (750, 50,750, 50,200, 10) . A first bound has been
found by imposing that the eigenvalues of the system matrix
in (16) lie strictly inside the unit disk. This first method
guarantees stability of the team, and a good cooperative
behavior; the desired formation is to form a line of 45°
crossing the origin, keeping a distance of 1.5m both in
the  and y coordinates and showing the same orientation
angle of 0°. For M = 5, by setting all the coupling
matrices as S, = blkdiag(1526,101,1526,101,407, 20),
for each ¢, j, (which is the bound on the sum multiplied
for a factor 1/M ), the performance shows a satisfactory
respect of the desired formation (see Fig. 1: red—agent 1,
blue—agent 2, green—agent 3, magenta—agent 4, cyan—agent
5). The algorithm is slow due to the computation of the
eigenvalues at each step, and could not be implemented
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Fig. 2. Trajectories of the UAVs with tighter bounds of cooperation

on-line. The distances among the agents reach the desired
value of /2 (1.5)2m with an error of at most 14% — 15%
and vehicles never hit each other. Some simulations have
been run tuning the S% with a law of the form S%(t) =
Sy’ (1 — exp [-Bd’]), where df = ||z} — z]_A ; +d"|,
but the results have not given significant improvement of the
performance other than letting the cooperation cost expense
be lower when the target distance is attained.

Simulations have also been run tuning the bound accord-
ing to the sufficient condition (21), which is very restrictive;
the applied value of cooperation matrices has been set
as S;’ = blkdiag(22.28,1.48,22.28,1.48,5.94,0.29), for
each ¢, j. The results on this test system (see Fig. 2)
and show that cooperation among the agents is lowered
but still present; computations are much faster than the
first eigenvalue-based criterion. For space reasons we only
report the trajectory behavior of the team, but the distance
plots showed that collisions are always avoided. The sim-

ulation results have a strong dependence of the control
performances (like, for example, reaching of desired final
configurations) on the choice of the initial set of cooperation
matrices and on the FH length N. No input constraints have
been imposed.

VIII. CONCLUSIONS

This paper presented a receding—horizon framework for
designing and analyzing cooperative control algorithms for
a distributed team of agents, deriving sufficient conditions
for stability. The resulting cooperative control algorithm can
be viewed as a feedback-feedforward controller, where the
feedback component is based on the regulation problem
for the local state variables and the feedforward controller
depends on the exchange of delayed information between
neighboring/cooperative agents. Further investigation will
focus on the extension of the presented framework to the
case of a team of nonlinear agents (some early results have
been obtained very recently), and the attempt to consider
asynchronous members of the team.
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