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Abstract—Microscale robotic deposition (µ-RD) is an 
emerging solid free-form manufacturing technique for 
construction of parts with microscale feature sizes.  Part 
quality in this process is directly related to the robot tracking 
performance.  In this paper an adaptive Iterative Learning 
Control algorithm using a time-varying Q-filter is presented 
for robust high performance tracking control of the µ-RD 
robot.  Using a switched systems analysis, the existence of a 
minimum dwell time for BIBO stability is demonstrated.  
Experimental results show the ability of the adaptive 
algorithm to stably improve performance over the initial fixed 
filter.  The recent development of multi-ink valves allows 
construction of parts with multiple materials interlaced 
throughout and a sample two-ink manufactured part is 
presented.†

I. INTRODUCTION

ICROSCALE robotic deposition (µ-RD) [1] is a solid 
free-from manufacturing technique based on 

Robocasting [2].  In this technique, a robot is used to 
position a nozzle in 3-D space and, as the nozzle is moved 
over the work area, ink is extruded through the nozzle to 
build the desired part.  The ink is usually a thixotropic 
ceramic-based gel [3] that exhibits fluid-like behavior 
under high shear when it is forced through the nozzle, but 
quickly regains elastic strength when shear is removed after 
exiting the nozzle.  This behavior allows the ink to span 
over open gaps and to support high aspect ratio features.  
The µ-RD is intended to construct parts with features sizes 
on the microscale (0.1 µm – 100 µm), but total part sizes 
that may span several centimeters in length. 

Figure 1 shows a picture of the µ-RD machine.  The 
positioning system is a standard “H-drive” layout with 
linear motors for the X and Y axes and a rotary motor 
driven ballscrew for the Z axis motion.  The X and Y axes 
are equipped with 1 µm resolution optical encoders and the 
Z axis uses a 0.1 µm resolution optical encoder.  The ink 
extrusion process is controlled by an electronic pressure 
regulator. 
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Using a newly designed valve [4] shown in Figure 2, the 
process can switch between multiple inks to quickly and 
easily build prototype parts composed of multiple 
materials.  Because errors in the robot positioning directly 
transfer to errors in the part, it is imperative that the robot 
track the desired reference with accuracy on the order of 
microns.  It is the robot position control which will be the 
focus of this paper. 

Fig. 1.  Microscale robotic deposition system

Fig. 2.  Two-ink valve for multi-material part construction. 

In [1], SISO dynamic models for the X, Y, and Z axes 
were obtained.  Feedback controllers were designed to 
stabilize each axis and to provide a base level of tracking 
performance.  For the µ-RD process, motions are small and 
errors of 10-20 µm are relatively large.  In this operating 
regime, disturbances such as friction dominate.  Friction 
compensation on this length scale requires very high gain 
feedback which creates issues with noise and excessive 
hardware wear.  However, the target parts often exhibit a 
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high degree of periodicity.  In this case, the Iterative 
Learning Control (ILC) strategy can be efficiently 
combined with the existing feedback controller to improve 
transient tracking performance [5,6].  ILC is a learning 
strategy that applies a feedforward signal to the system to 
improve performance on repeated trajectories.  The 
feedforward signal is modified offline, after each trial, from 
the error signal of previous iterations.  This process 
underlies the notion of iteratively learning from previous 
performance, though in fact ILC can be viewed 
equivalently as iteration domain feedback. 

It has been demonstrated in [7,8] that the feedforward 
ILC signal can filtered with a time-varying Q-filter to 
provide an enhanced level of robustness with minimal 
impact on converged performance.  In [7] an adaptive 
algorithm was designed to generate an appropriate time-
varying Q-filter online.  The notion of iteration-scale 
separation was introduced in that work to justify stability of 
the algorithm.  In this paper a rigorous switched systems 
analysis is used to prove BIBO stability of the adaptive 
algorithm if updates occur slower than some minimum 
dwell time. 

The rest of this paper is organized as follows.  Section II 
presents the adaptive Q-filter ILC control algorithm.  In 
Section III a BIBO stability proof of the adaptive algorithm 
is presented.  Tracking results and a two-ink manufactured 
part are presented in Section IV.  Finally, conclusions are 
discussed in Section V. 

II. ADAPTIVE TIME-VARYING Q-FILTERED ILC
CONTROLLER

Let the discrete-time dynamics of a SISO system be 
described by 

)(1 kdkuqPky , (1) 

where P is a rational, stable transfer function with zero 
relative degree, y is the output, u is the control input,  and q
is the forward time shift operator defined as 

1kfkqf .  If P is strictly proper with relative degree 
m>0, then P can be made proper by further shifting the time 
index of u by –m.  The combined effects of any 
disturbances, initial conditions, and other inputs on the 
system are contained in d(k).  Moreover, let the desired 
output of the system over Nk ,1  be given by yd(k).  The 
ILC problem is to find a sequence in j, the iteration index, 
of inputs uj(k) with 1,0 Nk  so that the error 

kykyke jdj  becomes small as j .  All 

disturbances, including initial conditions, acting on the 
system are assumed to be iteration-invariant so that 

kdkd j .

The time domain input-output relationship in (1) can be 
written equivalently as the convolution 

)(1
1

kdukpky
k

, (2) 

where p(k) are the discrete unit impulse response of P(q)
and are sometimes referred to as the Markov parameters of 
P(q).  The Markov parameters can be obtained from P(q)
by dividing the denominator into the numerator to obtain 
the infinite series.  Using the convolution form of the 
dynamics, the outputs can be stacked in a vector to create 
the “lifted system” representation given by 
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where d is the vector of disturbances,  uj is the vector of 
ILC inputs, yj is the vector of plant outputs and P is a lower 
triangular Toeplitz matrix of the plant’s Markov paramters.  
Defining yd similarly as the vector of desired outputs on   
[1, N+1], then the error vector becomes 

jj yye d  (4) 

The most common ILC learning algorithm is the first-order 
learning function given by 

jjj eLuQu e1  (5) 

where Q and Le are NxN.  Substitution of (3) and (4) into 
(5) yields the iteration-to-iteration dynamics of the ILC 
control given by 

dyQLuPLIQu dee jj 1 . (6) 

Theorem 1:  The ILC system with the plant dynamics (3) 
and learning function (5) is stable if and only if 

ii 1PLIQ e . (7) 

where i  is the ith eigenvalue. 

Proof:  The term dyQL de  is constant and bounded, so 
uj converges if and only if (7).  The convergence of uj

implies convergence of yj and ej through (3) and (4). 

  In [6], it was shown that if Le and Q are restricted to the 
structure
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respectively, then Q(I-LeP) is lower triangular and the 
eigenvalue stability condition of (7) can be reduced to the 
scalar condition involving only the diagonal elements given 
by 

kplq ek 10010 . (10) 

The Q-filter is typically a low-pass filter with the 
performance/robustness tradeoff that lower bandwidth 
results in higher performance, but lower robustness, while 
higher bandwidth achieves the opposite [9,10].  In [8] it 
was shown that an LTV Q-filter can sometimes achieve 
higher levels of performance and robustness over an LTI Q-
filter.

One method of constructing Q to behave as a time-
varying filter is to partition Q into its N rows as indicated 
by the subscripts of Q’s elements in (9).  Setting the 
elements of the kth row to the Markov parameters for a filter 
having bandwidth (k) (rad/s) will result in Q emulating a 
moving average filter with a time-varying bandwidth 
profile (k).  Specifically, the one-sided Gaussian filter 
will be used here.  The Markov parameters for this filter are 
given by 

otherwise,0

0,

4ln
exp

4ln
exp

,
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222
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Ml
kTl

kTl

klq M

i

k  (11) 

where (k) approximates the bandwidth in rad/s, T is the 
sample period, and M is the FIR filter width. 

For the LTV filter to achieve high levels of performance, 
however, it must be designed appropriately according to the 
plant dynamics and disturbances.  An alternative approach 
that uses an adaptive algorithm to generate the time-varying 
filter bandwidth profile online was developed and presented 
in [5].  This algorithm only modifies the filter matrix Q and 
does not alter the learning matrix Le.  Therefore, this 
adaptive algorithm is compatible with most zero error ILC 
designs for Le that assume Q=I, and can be combined with 
these designs to enhance their robustness with minimal 
impact to performance. 

The time-varying Q-filter adaptive algorithm was 
discussed in detail in [7] and is briefly presented here for 
completeness.  The adaptive algorithm adjusts the Q-filter 
bandwidth through local analysis of the frequency content 
and magnitude of the tracking error signal.  The Wigner-
Ville time-frequency (t-f) distribution [11] is used to 

determine the frequency content of signal locally in time.  
The Wigner-Ville distribution is similar to a Short Time 
Fourier Transform, but can yield better resolution 
simultaneously in time and frequency.  The discrete, 
truncated t-f distribution for a real signal is given as 

N

N

jkekekW 2exp1,  (12) 

and yields an energy distribution of the signal, e,
simultaneously in time, k, and frequency, .  To estimate 
the frequency content of the signal, a level set offset a 
distance, c, parallel to the time-frequency plane is used.  A 
bounding function, F(k), is defined from the intersection of 
the level set and the t-f distribution as 

otherwise,,..max
,if,0

ckWts
ckW

kF  (13) 

The bounding function provides a very useful interpretation 
of the frequency content of the signal and is the primary 
adaptation mechanism in the algorithm. 

To aid in determining whether or not the adaptation is 
improving performance, the Short Time Error Norm 
(STEN), defined as 

S

S

N

N
i
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kS 2

2
1

, (14) 

is used.  The STEN will be used in the adaptation to 
determine if changes in the bandwidth are improving the 
error local to a specific time, t.  The STEN will also be used 
to scale the bounding function so that time instants with 
large STEN are emphasized in the adaptation. 

The adaptation algorithm is  

kS
kS

iFkSkS

kkkqLk
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iii
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sgn

1

11

 (15) 

where L(q) is a low-pass filter to smooth the bandwidth 
transitions.  The adaptation occurs as follows.  First the t-f
function, bounding function, and STEN are calculated.  
Then the bandwidth is updated according to (15).  Last the 
Q-filter matrix Q is updated using the bandwidth profile 
according to (9) and (11).  The level set height, c, STEN 
width, NS, and filter L(q) are tunable parameters to adjust 
the behavior of the adaptation.  The interested reader is 
referred to [7] for more information. 

In [7] it was argued that the adaptive algorithm and 
update in Q should not be run each iteration because the 
adaptation dynamics may interfere with the learning 
dynamics.  Instead, if the adaptation occurs less frequently 
than the learning, then the adaptation dynamics become 
relatively slow and the learning dynamics relatively fast.  In 
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this sense, an “iteration-scale” separation in dynamics 
exists and the stability of each set of dynamics 
independently implies stability of the combined system.  In 
the following section it is shown that there does exist a 
finite iteration-scale separation parameter that guarantees 
stability for the entire system.  A switched systems analysis 
is used to prove the existence of this parameter, which, in 
the switched systems framework, is referred as the 
minimum dwell time. 

III. BIBO STABILITY OF THE ADAPTIVE Q-FILTER 
ALGORITHM

In this section a proof of BIBO stability for the adaptive 
Q-filter algorithm will be presented.  The following 
assumptions are made. 

Assumption 1:  The learning matrix is of the form of (8) 
and chosen such that 1001 ple .

Assumption 2:  The filter matrix, Q belongs to Q where Q
is the set of all matrices of the structure of (9) with 
qk(l, (k)) defined in (11) for any ,0k .

The first assumption is satisfied by all zero-error ILC 
designs assuming perfect plant knowledge.  Even for highly 
uncertain plants, the first assumption can be satisfied if the 
sign and an upper bound on p(0) are known through an 
appropriate choice of learning function.  The second 
assumption requires that the filter type be the one-sided 
Gaussian structure in (11).  Other causal, stable filter types 
could be used with minor modification to the proof. 

First it is shown that the above assumptions are sufficient 
to guarantee stability for any fixed in iteration, time-
varying filter.  

Theorem 2:  If Assumptions 1 and 2 are satisfied, the ILC 
system (3,5,9) will be stable for any time-varying filter 
bandwidth profile (k). 

Proof:  By assumption 2, the 0th Markov parameter of the 
Gaussian filter (11) is bounded as 1,00 kqk  for 
any bandwidth k0 .  Then, by assumption 1, 

10010010 plplq eek , for all k,

and therefore the scalar stability condition of (10) is 
satisfied.

The following lemma will prove the intermediate result 

that the sequence 
2

jPLIQ e  is bounded by a 

convergent geometric series j  for all time-varying Q-
filters.  This sequence can be interpreted as the worst case 
convergence transients of uj, when the forcing term yd-d is 
zero and the Q-filter is not updated. 

Lemma 1:  Let an ILC system be described by (3,5,9) and 
let Assumptions 1 and 2 hold.  Then for any Q Q, there 
exists a 1,0  and ,0  such that  

jj

2
PLIQ e  (16) 

where 2  is the induced 2-norm defined as 

MM 2 , the maximum singular value of M.

Proof:  See Appendix. 
Let the sequence of iterations that an adaptive update 

occurs on be given by 

,,...,,,0
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li nnnns

with in0 .  That is, Q1 is the filter for the first n1

iterations, and at the s1
th iteration, Q2 becomes the filter. Q2

is the filter for the next n2 iterations until the s2
th iteration, 

and so on.  Then the uj dynamics in (6) can be written as 
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for si+1 j si+1-1 and 
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for j=si.  The following theorem presents the central result 
of this paper which is stability for the adaptive Q-filter 
algorithm given a sufficiently large dwell time. 

Theorem 3:  Let an ILC system be described by (3,5,9).  If 
Assumptions 1 and 2 are satisfied, then there exists n  such 
that the adaptive Q-filter ILC system is BIBO stable for any 
update sequence is  with nni  for all ,2,1i .

Proof:  First, uj will be shown to be bounded during the 
period between updates for 11 1ii sjs .  From 

Lemma 1, jj

2
PLIQ e , so (16) becomes 

22

1

0
22

dyLQuu dei

sj

l

l
s

sj
j

i

i
i . (19) 

Then NN ii QQ 2  because each row sum of Qi

is the sum of the Markov parameters in (11) for a particular 
bandwidth which sums to 1.  Then, (19) can be further 
simplified as 
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constant

222 1
dyLuu deN

isj . (20) 

Then 
2ju  is bounded for 11 1ii sjs , if 

2isu  is 

bounded.  All that remains is to show that the sequence 
isu

remains bounded.  The sequence in (18) can be bounded 
similarly as 

222 11
dyLuu deN

i
i

i s
n

s . (21) 

Let
log

1log
n .  Then if nni ,

222 11
dyLuu deN

ii ss  (22) 

and the sequence 
2isu  is bounded. 

The above theorem shows that there exists a minimum 
dwell time, n , previously referred to as the iteration-scale 
separation parameter in [5], that will guarantee stability of 
the adaptive Q-filter method.  However, actually finding the 
minimum dwell time requires that a  and  be found.  
Solving for a i  and i  for a specific Qi is straightforward 
(see the proof to Lemma 1 in the Appendix), but solving for 

 and  requires solving for the set of solutions to the 
Lyapunov equation which corresponds to the full set of 
possible filter matrices Q.  In general, this may be a 
difficult problem.  Further, the minimum dwell time may be 
impractically large.  However, the above solution provides 
a framework for stability and demonstrates that the adaptive 
Q-filter approach can be made stable independent of the 
algorithm used to generate the filter matrices Qi.  By 
restricting the filter set and incorporating knowledge of the 
adaptive algorithm, small dwell times may be possible.  

IV. TRACKING AND MANUFACTURING RESULTS

The adaptive Q-filter algorithm in (20) is applied to the 
ILC for position control of the X and Y axes on the µ-RD 
machine discussed in Section I.  The learning function for 
each axis is the basic PD-type.  The learning gains and 
adaptive algorithm parameters were tuned to achieve good 
learning and adaptation transients.  These parameter values 
are identical to those used in [7].  A 3-D reference 
trajectory shown in Figure 3 is used to test the performance 
of the algorithm.  An iteration-scale separation factor of 

15n  is used.  The results using this separation factor are 
sufficient to observe stable behavior of the adaptive 
algorithm.  The converged error is shown by the shading of 
the trajectory of Figure 3 with the largest contour errors on 
the trajectory less than 10 µm. 

Figure 4 shows the max and RMS norms of the error 
signal against the iteration index for the X and Y axes.  The 
Q-filter switches are marked every 15 iterations with 
vertical lines.  Before the first switch there is a large 
decrease in error corresponding to the dominantly low 
frequency error that can be learned and removed with the 
initial low bandwidth Q-filter.  To decrease the error below 
this initial level, the adaptive algorithm increases the 
bandwidth for short periods around the many acceleration 
and deceleration points in the reference trajectory.  When 
changes are too large, small increases in error occur and the 
algorithm reduces the bandwidth on the following update to 
compensate. 
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adaptive algorithm. 

The performance demonstrated by the adaptive algorithm 
with the causal filter in Figures 3 and 4, however, are lower 
than the results reported in [7] for the adaptive algorithm 
with a non-causal filter, two-sided Gaussian filter.  These 
results are repeated in Figures 5 and 6 for comparison and 
summarized in Table 1 which shows that non-causal 
filtering yields approximately 75% improvement over the 
casual filtering in each category.  The stability proof in 
Section III will be expanded in future work to capture the 
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benefits of non-causal filtering that are demonstrated in 
Table1.
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Table 1.  Comparison of tracking performance for causal and non-causal 
Q-filtering.

X Y Contour
Max RMS Max RMS Error
(µm) (µm) (µm) (µm) (µm)

Initial Error 
without ILC 117 63.62 69 48.73 110
Causal Q 16 2.65 19 3.26 10
Non-Causal Q 3 0.76 4 0.60 3

The low contour error achieved by the adaptive algorithm 
with the causal filtering indicates that performance is 
sufficient for deposition of parts with feature sizes larger 
than 30 µm.  For smaller feature sizes, the non-causal 
filtering may be necessary.  However, to demonstrate the 
capabilities of the prototype two-ink valve, a mesoscale 
feature sized part is constructed.  Future versions of the 
two-ink valve capable of constructing microscale feature 
sizes are currently being developed.  The part design [4] is 
the University of Illinois Illini logo using a 0.6 mm 

deposition nozzle.  The part is constructed using an orange 
and a blue dyed ink and shown in Figure 7. 

Fig. 7.  Two-ink Illni logo. 

V. CONCLUSIONS

In this paper the µ-RD manufacturing technique was 
discussed and precision motion control was identified as a 
key factor in part quality.  To provide precise motion 
control, an adaptive ILC strategy using a time-varying Q-
filter was adopted.  A key result presented in this paper is 
the existence of a dwell time for which the adaptive 
algorithm using a causal Q-filter is BIBO stable. 

The adaptive Q-filtered ILC algorithm was applied to the 
motion control of each axis of the µ-RD machine.  
Experimental results for a sample 3-D trajectory 
demonstrated the ability of the adaptive algorithm to 
improve performance while maintaining stability and 
avoiding large transients.  Results for the adaptive 
algorithm using a non-causal Q-filter were presented for 
comparison and demonstrated that non-causal Q-filtering 
can lead to improved performance.  Future work will 
involve expansion of the stability proof in Section III to 
capture the benefits of non-causal filtering. 

APPENDIX

Proof of Lemma 1: First it will be shown that for any 

QQ , the sequence jj

2
PLIQ e  for some ,

associated with the specific Q.  Then it will be shown that 
there is a  and  for all such , .

Let jj xPLIQx e1 .  Then from Theorem 2 it is 

true that 1PLIQ ei  for all i.  Therefore, there 

exists an 0TMM  that is the solution to the Lyapunov 
equation 

IMPLIMQQPLI ee
TT  (23) 

for some >0.  Let 0j
T
jj MxxV  be the Lyapunov 

function candidate.  Then 

1 cm
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01 j
T
jjj xxVV . (24) 

Using (28) and the relationship from [12] that 

j
T
jjj

T
j xxMVxxM maxmin , (25) 

then,

0
2 VV j

j  (26) 

where 

2
1

max

max

M
M

. (27) 

To show 10 , note that 

0PLIMQQPLI ee
TT .

Therefore, from (22), 0IM  which implies that 
0max M .  From (24) and (25), 

202 xx k
k  (28) 

where 

2
1

min

max

M
M

 (29) 

and 0  because M>0.  Finally, by definition, 
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thus completing the first part of the proof.  To show the 
second part of the proof that there is a bounded  and 
which are larger than all  and , define the set 

NxNRQ  as 

10..
0

: ,

,1,

1,1

ji

NNN

NxN qts

qq

q

R QQQ .

  (31) 

Then QQ  because 1,0 klqk  for the one-sided 
Gaussian filter.  Because qi,i<1, Assumption 1 implies that 
all QQ  stabilize the ILC system.  Then, for each QQ
there is an M that satisfies (22).  But, Q  is a closed 
bounded set, so there exists a closed bounded set M of 
solutions M in (22) corresponding to the set Q  for a fixed 
ˆ .  Because M is closed and bounded, there exists 

MM, M such that MM maxmax )(  and 

MM maxmin  for all M M.  Then for any QQ

j

i

j

2
PLIQ e  (32) 

where 
2

1

max

max ˆ

M
M

2
1

min

max

M
M

 (33) 

which completes the proof. 
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