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Abstract— This paper deals with the global optimization of
the BMIEP(Bilinear Matrix Inequalities Eigenvalue Problem)
based on the UNDX(Unimodal Normal Distribution Crossover)
GA. First, analyzing the structure of the BMIEP, the existence
of the typical difficult structures is confirmed. Then, based
on the results of the problem structures analysis and the
consideration of the BMIEP characteristic properties, an
efficient UNDX GA algorithm with LMI convex estimation
is proposed. The effectiveness of the proposed algorithm is
evaluated by several numerical examples.

I. INTRODUCTION

Since control system design problems can be naturally
described by Bilinear Matrix Inequalities (BMIs)!!!—[31,
there exist needs for algorithms which can solve such BMI
problems directly. Since BMI optimization problem is in
the class of NP hard, which means it is difficult to solve
in case the number of variables is large, the efficient BMI
algorithm solving the practical problem for control system
design is not yet available.

In this research, Read-coded Genetic Algorithms
(RCGA)"I=1121 which is one of probabilistic optimization
algorithm, is introduced for solving practical BMIs. Our
approach aims the practical usefulness for solving BMIs.
”Unimodal Normal Distribution Crossover (UNDX) 1311141,
which is currently considered as the most efficient crossover
method for real-coded GA, is applied.

On BMIs, the problem includes the typical difficult
structure, i.e. UV-valley, Big-valley and ridge line, which
leads to the failure of the optimization, so-called deceptive
phenomena. Considering the problem structure of BMIs,
we apply “Extrapolation-directed Crossover (EDX)”[!3]
”Minimal Generation Gap (MGG) model”!'®! and “Innately
Split Model (ISM)”171. An algorithm for BMIs using GA
techniques is proposed. In addition, in order to improve the
performance, based on the consideration of BMI properties,
a new primary search direction with relaxed LMI convex
estimation is proposed. Then, BMI oriented real-coded
GA algorithm is proposed. Finally, the effectiveness of
the proposed method is confirmed by several numerical
experiments.

II. PRELIMINARY

In this section, we summarize the notation and describe
the problem formulation.
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A. BMI Problem

Given real valued vectors € € R™ and y € R™, we
define a biaffine matrix valued function F': R™ x R™ —
Rmxm by

Mo Ty Ny Ny
F(z,y) = Foo+ Y _wiFio+Y yiFo;j +> Y ww;Fij ,
i=1 j=1 i=1j=1

(D
where z; is the ith element of x, y; is the jth element of
y and Fj; = Fg € R™*™. Define the sets of indices as 7
={1,2,--,ny}and J :={1,2,-- ,ny}.

Many control problems can be naturally described as
BMI (Bilinear Matrix Inequalities) as F'(x,y) < 0. So, it is
crucial to evaluate the feasibility of F'(x,y) < 0 (BMI Fea-
sibility Problem) and also to minimize the linear objective
function ¢z + ng under this negative definite condition
(BMI Linear Objectives Optimization Problem)!3],

In order to solve these problems, we must obtain the
optimal solution A,p¢ of the BMI eigenvalue problem as
follows: Therefore, in this paper, we consider the global
optimization of this non-convex BMI eigenvalue problem.

Given a closed hyper-rectangle & x ) as follows;

X = [Ll’lﬂ UGDJ X X [anvamnm]v ()
Y = [Ly,, Uy x--x [Lynyvany] ) 3)
where —o0 < L, <U,, <oo (1=1,---,n,) and —oo <

L, <U,, <o (j=1,---,ny), BMIEP (BMI Eigenvalue
Problem) is described as

MF(z,y)} =

min
(T, Y)exxy

@y Az, y) = Aopt

_ “)
where A(+) denotes the maximal eigenvalue.

Defining a Linear Matrix valued function Fj : R"* X

n Mg XN mxXm.
R x RneXny —, Rmxm,

Fi(z,y,W) = Fo+ Y ziFy
i=1

Ny Ny

+Zijoj + ZZU)UF” , (5)
j=1

i=1 j=1

where w;; denotes the (i, j) element of W, the lower bound

of BMIEP Aropt (< Aopt) is obtained by
min MFp(z,y, W)} (6)

)\Lopt
(x,Y,vec(W))exxyxw
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and

W = { vec(W) | (z,y) e Xx),
Wy > Liji + Lr7yj - Lyj Lml

Wi > ij z; + U:L’iyj - ij Uwz

Wi < Ly].xi + U11yJ — ijLw,i
7::17...711'17 j:l’...7ny

where vec(W) indicate [wqq
Wy, T IS,

This lower bound calculation is carried out with efficient
LMI (Linear Matrix Inequalities) optimization technique.

Wo1 * - - wnwl w1y -

B. Real-coded Genetic Algorithm

Real-coded genetic algorithms!”!~[1?! is suitable for our
BMIEP. In this subsection, we summarize several recent
techniques of real-coded genetic algorithms.

First, for BMIEP, we define an individual, i.e. a real
valued vector, as

g; = col(x;, y,-), ®)

where col(z, y) indicate [z y*]T. Suppose the population
G composed of ny individuals as

g:: {gla927"'agng} (9)

and define a fitness function f(g;) > 0 for the individual

g as
f(g:) == max A(g;) — Agy), (10)
where A(g,) indicate A(x;,y,).

Unimodal normal distribution crossover GA is reported to
generally demonstrate the higher performance than the other
crossover method!"*!. The UNDX procedure is summarized
as follows;

[UNDX (Unimodal Normal Distribution Crossover) ]!
1) Select 3 individuals as parents g,;,9,2,9,3 € 9,
where g,,,9,, are main parents, and g, is a sub
parent.
2) Define the middle point of main parents g, :=
(9,119,2)
3) Let t%le direction from g, to g,, be primary search
direction d, i.e. d 1= g,5 — g1
4) Define D as the distance from g,3 to the primary
search direction d.
5) Define e; be the orthogonal basis vectors spanning the
subspace perpendicular to primary search direction d.
6) Two children g.; and g. are now generated as
follows;
n—1
9ge1 =9, + fd +D Z 1n:€q,

=1

(11)

n—1

9o =9 —Ed—D Y me;,

i=1

(12)

£~ N(O7o—g)v i ~ N(ngvzl)v (13)

where n is a dimension of search space, N(a,v)
represents a normal distribution whose average is a
and variance is v, o¢ and o, are constant parame-
ters which are recommended to be %|d| and %

respectively. We describe the UNDX procedure as
(gclagc2) = UNDX(QpvaangpS)‘ L

The values of o¢ and o,, were heuristically decided based
on numerical experiments in ['3. The theoretical optimality
of these values is confirmed later, which preserve the
stochastic properties, i.e. average, variance and covariance,
of the parent population!'¥ In step 1), there exist several
selection methods. One of the typical selection method is
the following Roulett Wheel Selection.

[Roulette Wheel Selection] !

In roulette wheel selection, the probability of the selection
of a individual g, is set by

f(g9:)
Plg,] = ==y - (14)
221 f(g:)
where PJ-] denotes the probability density. |

Key for GA algorithms is the preservation of the diver-
sity of the population. MGG (Minimal Generation Gap)
model'%! is appropriate for keeping the diversity of the
population;

[MGG(Minimal Generation Gap) model ]!'®

1) Generate an initial population.

2) Select a pair of individuals randomly from the popu-
lation as parents.

3) Generate 2n.,5s Offsprings by carrying out crossover
at Neross times,

4) Select two individuals from the family containing the
two main parents and their 2n...ss offsprings. One
is the best individual and the other is selected by
the rank-based roulette wheel selection!®’. Replace the
two main parents in step 2) with the two individuals.

5) Repeat the procedure from step 2) to step 4) until a
certain stop condition is satisfied.

There exists sampling bias on unimodal normal distri-
bution crossover. The algorithm become to mainly search
in the center area of the search space. This may lead
to deceptive phenomena and fail to search the promising
valley. In order to relax the sampling bias, extrapolation-
directed crossover(EDX)!"! is applied. EDX is summarized
as follows;

[EDX(Extrapolation-directed Crossover) ]!
1) [UNDX] step 1),3),4) and 5). In addition, suppose
A(gpl) < A(gp2)
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2) The child g, is now generated as follows;

n—1

9. =g, +D> v, (15)
=1
Vg ~ N(0,0’%), (16)

where n is a dimension of search space, o, is also
recommended to be @. We describe the EDX

procedure as g, = EDX(gp17gp2,gp3)~ 1

If there exists a promising solution in V-valley, i.e. steep
valley, it might be missed. This kind of search failure
is called as deceptive phenomena. In order to overcome
the deceptive phenomena, concentrative search scheme is
needed. To this end, Innately Split Model (ISM)!'7 is
introduced as follows.

[ISM (Innately Split Model) (!}

1) Carry out the optimization with small multi popula-
tion.

2) Initialize each population in specified small search
area.

3) Independently, carry out crossover and natural selec-
tion in each small population.

4) When there exist multi populations which search same
valley, eliminate populations except one.

5) Eliminate the populations whose fitness cannot be
improved for long term.

III. GENETIC ALGORITHM FOR BMIEP wiITH
CONVENTIONAL TECHNIQUES

In this section, we propose a real-coded genetic algo-
rithms for BMIEP. The proposed algorithm is carefully
designed based on the structure analyses of BMIEP. The
algorithm itself is however general except the definition
of individuals and fitness function. Specific algorithm for
BMIEP is discussed in the next section.

First, analyzing the problem structures of BMIEP, the
existence of Large Valley, UV valley and ridge line structure
is confirmed. Then, due to overcome these difficulties, the
carefully designed UNDX GA for BMIEP is proposed.

A. Problem Structure Analyses

In order to clarify the structure of BMIEP, we take the
Helicopter stabilization problem!'8/11°! which is well-known
as a difficult BMI problems. The local minima are plotted
in Fig. 1, where green: normal local minima, blue: critical
local minima, i.e. maximal eigenvalue is zero, and red:
stabilizing local minima.

The landscape shows the ridge lines exist and stabilizing
solutions exist far from the ridge line. In this case, since
genetic algorithms mainly search around the ridge line, local
optima far from the ridge line are missed. This structure
make the problem difficult.

Fig. 1. Landscape of Helicopter stabilization problem

By additional analyses, the existence of UV-valley struc-
ture and Big-valley structure in Helicopter stabilizing prob-
lem is confirmed. UV-valley means the mixed existence of
long curved valley (U-valley) and steep valley (V-valley). In
this case, U-valley is mainly searched and the optimal points
in V-valley are missed. In case Big-valley exists, genetic
algorithms mainly search the mid area of the region. This
structure makes the search of the boundary area difficult.
These difficult structure leads to so-call deceptive phenom-
ena, and cause the failure of the optimization. In order to
overcome these hard structure of BMIEP, we design our
real-coded genetic algorithms with the several techniques
for GA-hard problems.

B. Genetic algorithm for BMIEP

The UNDX GA algorithms for BMIEP is described in
Algorithm 1. In order to overcome the difficulties, i.e. big-
valley, UV-valley and ridge line structure, Algorithm 1 is
designed with UNDX with MGG model, EDX and ISM
techniques.

[ Algorithm 1 ]
0 Set k = 0 and pgpx (0 < pEDX < 1)
1 Selectp (0<p<1), ¢, €&j,i€Z and ¢y, €,
j € J randomly.
2 Generate an initial population P(k) randomly.
P(k) = {gi" gt g}, af= (2" uf")
J:%f) € [pLy; — €z DUz, — €3N X, €T
yef) € [pLy, —cy, pUy, —c,,JNY;, €T
3 Select g,1,9,2: 9,3 from the population P(k) ran-
domly. Suppose A(g,;) < A(g,»). Eliminate the
main parents P (k) := P(k)\{g,1,9p2}-
4 In probability pgpx, carry out EDX for ngpx times.
fori=1: NEDX
Calculate g, = EDX(g,1,9p2:p3)-
If A(g.) < A(g,;) holds, replace g,; by g..
End for. Go to Step 8.
5  Carry out UNDX for nc;oss times.
Initialize Gy (k) := {g,1, 9,2}
for i = 1 : Neross
(9c1:9c2) = UNDX(g,1, 90, 9p3)
gU(k) = gU(k) U {gclﬂgc2}
End for.
6  Replace g,,; by the best individual in Gy (k).
7 Replace g, by an individual selected from Gy (k)
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by roulette wheel selection.

8 P(k):=P(k)U{gy1 9y} and Let k:=k + 1.

9 Repeat step 3 - 8 until convergence criterion is
satisfied.

10 Repeat step 1 - 8 until stopping criterion is
satisfied.

P(k) and G(k) are composed of npop and 2ncposs individ-
uals respectively.

IV. GA FOR BMIEP BASED ON RELAXED LMI CONVEX
ESTIMATION
In this section, we introduce new mutation methodology
using the properties of BMIEP. First, we clarify the proper-
ties of BMI local minima by means of the geometric rep-
resentation. Then, a specified mutation method in BMIEP
is derived.

A. Properties of BMIEP
In order to clarify the BMIEP properties geometrically,
we define several characteristic sets. Associated with eq.
(5), a convex level set is defined as follows:
L(A) :={col(zx, y, vec(W)) | Fr(x,y, W)= }
C R(”m+ny+nmny)’ (17)
From the definition, the convexity and the following rela-
tionship hold for £(\);
v Alv)\Qa S.t. ALO]:)(; S A1 < A27
LX) D L(A1) #0.
Fr(x,y, W) is constructed by just replacing bilinear terms
x;y; of new variables w;; in eqn.(1). So, if we consider the
constraints x;y; = w;; on eq.(5), both matrix valued func-
tions become equivalent. To express the bilinear constraints,
we define a subset B as
B:={ col(z, y, vec(W)) | vec(W)=yQx }
C ’R,("ernernmny). (19)

(18)

For the simplification of the notation, the following subset,
ny =X x y X W, (20)
is also defined.

For BMIEP local minima, the following theorem holds.

Theorem 1: The following statements are equivalent.

D) gioc = col(Tioc, Yioc) 1s @ local minimum in BMIEP
whose function value is Ajoc.

2) For g, = col(®Tioc; Yioely Yloe @ Tloc) and in
neighborhood of g,,., i.e. g € N, where

NT :{g ‘ HgfglocH ST’ }7

r > 0 is sufficiently small real scalar, there dose not
exist g satisfying

g € ‘C()\Ioc -

21

)N BNN,, (22)

where 3¢ > 0. [ |

In the practical point of view, Theorem 1 is not applicable
due to the nonexistent condition of e. In practice, we use
the following necessary condition.

Lemma 1: 1If a g, € B is a local minimum of BMIEP
whose function value is Ajc, then the following condition
holds;

Gioc € H{L(Aoc) N Way},
where 0{-} means the boundary of the subset.

[Proof]
If g, is a local minimum whose value is Ajo¢, then

gloc € ‘C()\IOC)a 24)
{gloc} N L:()\loc - 6) = (Z), VE > 0,

hold. Eq.(24) obviously holds from the definition. If eq. (25)

dose not hold, it implies the function value of g, i8S Aoc—¢,

i.e. not Ajoc. Then, eq.(18), eq.(24) and eq.(25) imply g, €
O{L(Aloc) }. From the class inclusion relationship;

8{{£()\10C)} NnNB C 8{{£()\10C)} n ny

C 8{{£(>\loc) N ny},

(23)

(25)

(26)

the statements is proved. |

Considering eq. (18), we can see that Lemmal indicate
the better local minima, i.e. A(+) < Ajoc, exist in the convex
region L(Ajoc) N Wxy. In this context, the most promising
search direction is obtained by

argmin A,

st. L) NWxyy #£0. (27)

This calculation eq. (27) is easily carried out by eq.(6) based
on the LMI optimization technique.

B. GA for BMIEP based on new primal search direction

Based on the result in the former subsection, we pro-
pose a new primary search direction. Suppose G =

{91.92,-"-.9,,} and g, := col(z, y,). First, define the
region including all individuals of the population as follows.
Q1= Qzl X QZQ X X anm
z; '= min xy, Uy (= max zy
£=1,n4 l=1,ng
Qy = Qyy X Qy, X ++- X Qyny
Q, ==L, U,]CY jeJ (30)

L, =

” ‘min  y,;, U

= max .
l=1,-ng Yi l=1,ng yZ]

Q. x Q, is minimal orthogonal hyper rectangle including
the population G. Replacing X x Y by Q. x Q,, define
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Wg by eq. (7). Carrying out eq. (6), we can get the special
individual gy,,,; as follows;

min

F w
Q. %0, xWo L(w7y7 )

imi = (31)

= LMI(G),

arg(x,y)
(32)

where argg 4 denotes the partial arguments (z,y) from
the complete arguments (x,y, W).Now, based on the ge-
ometrical consideration for BMIEP, new effective primal
search direction is defined by

dimi = Gimi — G- (33)

In view point of the preservation of the population diversity,
the new primary search direction is not applied directly.
Considering the procedure of the MGG model which is
superior for keeping the population diversity, the new GA
with new primary search direction based on relaxed Imi
estimation is proposed as follows.

[Algorithm 2]

0 [Algorithm 1] step O - 6

1 Replacing g,5 by gy,,; := LMI(Gu(k)).
2 [Algorithm 1] step 8 - 10

In the proposed algorithm, primary search direction with
relaxed LMI convex estimation is set based on the local
population for reproduction. Due to the diversity of the
orthogonal hyper rectangle region, the new primary search
direction dyyy; is indirectly applied in the proposed method.
In case that the individual g;,; is randomly selected, the
UNDX search to the primary search direction with relaxed
LMI convex estimation is carried out. In the next section,
the effectiveness of the proposed algorithms are evaluated
by several numerical experiments.

V. NUMERICAL EXPERIMENTS

In this section, the effectiveness of the proposed methods
is evaluated by numerical experiments.

A. Randomly generated problems

By using the following randomly generated problems, the
numerical experiments are carried out.

[ Randomly generated BMI problems ]
Problem 1: m =8, n, =n, =2,
Problem 2: m = 16, n, =n, =4,
Problem 3: m = 24, n, =n, =6,
Problem 4: m = 40, n, = n, = 10,
where L, = L,, =U,, =Uy, =10,i€Z and j € J.
F}js are randomly generated.

The numerical parameters are set by p = 0.1, npop = 30,
pepx = 0.5, ngpx = 30 and n¢oss = 15. The calculation
environment is Pentium Ill 1GHz with 256MB memory. The
convergence criterion is the no progress of the fitness value

for 100 generation. The stopping criterion is based on the
CPU time; 300[s] for [Problem 1], 600[s] for [Problem 2]
and 1500[s] for [Problem 3]. Since the proposed methods
are stochastic, the calculation of the proposed methods are
carried out for 10 times per each problems and

TABLE I
THE RESULTS FOR PROBLEM 1-3
Conventional (Alg.1) | Proposed (Alg.2)
Max 0.0087 -0.2849
Problem 1 | Average -0.0442 -0.2850
Min -0.2114 -0.2850
CPU 300 300
Max -0.0081 -0.3584
Problem 2 | Average -0.1066 -0.3598
Min -0.1472 -0.3636
CPU 600 600
Max 0.1337 0.1259
Problem 3 | Average 0.1271 0.1235
Min 0.1227 0.1210
CPU 1500 1500
Max 0.1739 0.1389
Problem 4 | Average 0.1561 0.1372
Min 0.1403 0.1356
CPU 1500 1500

These results of the numerical experiments shows that
[Algorithm 2] with new primary search direction based on
the relaxed LMI convex estimation tremendously improves
the performance of the genetic algorithms with [Algorithm
1].

B. Static output feedback control problem

Consider an example of Helicopter stabilizing problem
with static output feedback control firstly described in
[18][19]. The problem is briefly summarized as follows.
The dynamics of the Helicopter is represented by

= Ax + Bu 34
—C ) (34)
y=Cx
where
—0.0366 0.0271 0.0188 —0.4555 0.4422 0.1761
AB 0.0482 —1.0100 0.0024 —0.4555 3.5446 —7.5922
[C 0] = 0.1002 0.3681 —0.7070 1.4200 —5.5200 4.4900
0 0 1 0 0 0
0 1 0 0 | 0 0 ]

(35)

The stabilizing problem with static output feedback is
described by BMI;

B(K.,X) = [(A+BKC)TX()+ X(A+ BKC) OX] “o
(36)
BMIEP is now defined as min \{®(K, X)}.

The optimizations by [Algorithm 1] and [Algorithm 2]
are carried out with the same numerical parameters and
environment in subsection V-A. Our numerical results are
summarized in Table II.

”Achievement / Trial” means the number of the
achievement for obtaining the stabilizing controller, i.e.
min A{®(K, X)} < 0, versus the number of the trial. From
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TABLE I
THE RESULT FOR HELICOPTER PROBLEM

Conventional (Alg.1) | Proposed (Alg.2)
Achievement / Trial 1/10 8/ 10
The best optimal value -0.006 -1.098
CPU time [s] for the best 43620 48161

Table II, the effectiveness of [Algorithms 2] compared to
[Algorithm 1] is confirmed.

In the view point of the comparison by the conventional
method, the achieved optimal value is reported in [21] as

-0.228 and 0.000 by [2][4][5].
The detail of the best solution by [Algorithm 2] is

—92.0138
K= [ —7.9822 ] ) G
5.9055 —6.4664 —0.8250 —1.4841
| 64664 998780 147428 82783
=1 08250 14.7428 3.3653  1.4971
_1.4841 82783 14971  3.3477

The closed-loop poles are -18.539, -0.1587 and —0.2418
40.7749i. The degree of the stability is superior than the
controller in [19].

VI. CONCLUSION

In this paper, first, considering BMIs problem structure,
i.e. UV-valley, Big-valley and ridge line, a real-coded
genetic algorithms with UNDX(Unimodal Normal Distri-
bution Crossover), EDX(Extrapolation-directed Crossover),
MGG(Minimal Generation Gap) model and ISM(Innately
Split Model) was proposed.

Then, taking account of the BMIEP’s characteristic prop-
erties, BMI oriented real-coded GA algorithms was pro-
posed. New scheme is based on the property that the better
local optima of BMI exists some specific region. To search
the promising region, the new primary search direction
is derived, which is calculated by LMlIs(Linear Matrix
Inequalities) optimization technique. The effectiveness of
the proposed algorithms is confirmed by several numeri-
cal experiments including practical static output feedback
controller design problem.

In this note, the possibility that the utilization of BMI
characteristic can improve the performance of the general
genetic algorithm is proved. The stochastic approach includ-
ing GA is promissing for lage-scale practical BMIEP com-
pared with deterministic approach, i.e. branch and bound
method. Further research is needed.

REFERENCES

[1] K.C.Goh and L.Turan and M.G.Safonov and G.P.Papavassilopoulos
and J.H.Ly, Biaffine Matrix Inequality Properties and Computational
Methods, Proceeding of the American Control Conference, 1994,
pp-850-855

[2]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

2304

K.C.Goh and M.G.Safonov and G.P.Papavassilopoulos : A Global
Optimization Approach for the BMI Problem, Proceeding the 33rd
Conference on Decision and Control, 1994, pp.2009-2014
M.G.Safonov and K.C.Goh and J.H.Ly : Control System Synthesis
via Bilinear Matrix Inequalities, Proceeding of the American Control
Conference, 1994, pp.45-49

H. Fujioka and K. Hoshijima, "Bounds for the BMI eigenvalue prob-
lem - a good lower bound and a cheap upper bound”, Transactions
of the Society of Instrument and Control Engineers, Vol. 33, 1997,
pp. 616-621.

S. Takano, T. Watanabe and K. Yasuda, ”Branch and bound technique
for global solution of BMI”, Transactions of the Society of Instrument
and Control Engineers, Vol. 33, 1997, pp. 701-708 (in Japanese).
D. E. Goldberg, Genetic Algorithms in Search, Optimization, and
Machine Learning, AddisonWsley Publishing Company Inc., 1989
L. Davis, The Handbook of Genetic Algorithms, Van Nostrand
Reinhold, New York, 1990

A. Wright, Genetic Algorithms for Real Parameter Optimization,
Foundations of Genetic Algorithms, 1991, pp. 205-218

C. Z. Janikow and Z. Michalewicz, An Experimental Cpmparison
of Binary and Floating Point Representations in Genetic Algorithms,
Proc. 4th International Conference Genetic Algorithms, 1991, pp.31-
36

Z. Michalewicz, Genetic Algorithms+Data Structures=Evolution Pro-
grams, Springer-Verlag, Berlin, 1992

L. J. Eshelman and J. D. Schaffer, Real Coded Genetic Algorithms
and Interval-Schemata, Foundation of Genetic Algorithms, 1993, pp.
187-202

L. J. Eshleman, K. E. Mathias and J. D. Schaffer, Crossover Operator
Biases, Exploiting the Population Distribution, Proc. International
Conference Genetic Algorithms, 1997, pp.354-361

1.0Ono and S.Kobayashi : A Real-coded Genetic Algorithm for Func-
tion Optimization Using Unimodal Normal Distribution Crossover,
Proc. of the 7th International Conference on Genetic Algorithms,
1997, pp. 246-253

H. Kita, I. Ono and S. Kobayashi : Theoretical Analysis of the
Unimodal Normal Distribution Crossover for Real-coded Genetic
Algorithms, Proc. of IEEE International Conference on Evolutionary
Computation, 1998, pp. 529-534

J. Sakuma and S. Kobayashi, Extrapolation-Directed Crossover for
Real-coded GA: Overcoming Deceptive Phenomena by Extrapolative
Search, Proc. of IEEE International Conference on Evolutionary
Computation, 2001, pp. 655-662

H. Satoh, M. Yamamura and S. Kobayashi, Minimal generation
gap model for GAs considering both exploration and exploitation,
Proc. of the [IZUKA: Methodologies for the Conception, Design and
Application of Intelligent Systems, 1996, pp. 494-497

K.Ikeda and S.Kobayashi : GA based on the UV-structure Hypothesis
and its Application to JSP, Proc. Of Parallel Problem Solving from
Nature, 2000, pp.273-282

L. H. Keel, S. P. Bhattacharyya, and J. W. Howze, Robust control
with structured perturbations, IEEE Transactions on Automatic Con-
trol, vol. 33, Number 1, 1988, pp. 68-78

Eric Beran and Karolos M.Grigoriadis : Computational Issues in
Alternating Projection Algorithms for Fixed-Order Control Design,
Proceedings of the American Control Conference, 1997, pp.81-85
M. Fukuda and M. Kojima, Branch-and-cut algorithms for the
bilinear matrix inequality eigenvalue problem, Computational Op-
timization and Applications, Vol. 19, 2001, pp.79-105

S. Tto, S. Hara and K. Mori, BMI Optimization by a Probabilistic
Branch and Bound Method, Transactions of the Society of Instru-
ment and Control Engineers, Vol. 37, No. 7, 2001, pp.684-686 (In
Japanese)



	MAIN MENU
	Go to Previous Document
	CD-ROM Help
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ArialNarrow-Italic
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Oblique
    /Times-Roman
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


