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ABSTRACT

We present a novel suboptimal filtering algorithm developed
by applying a multiscan joint probabilistic data association
(Mscan-JPDA) technique and interacting multiple model (IMM)
filtering approach. In the past this algorithm has been restricted
to single sensor tracking which we now extend to a multiple sen-
sor tracking scenario. Multiscan JPDA addresses the problem of
measurement-to-track data association for multiple targets and
clutter. An IMM approach is exploited to consider the track-
ing of highly maneuvering targets. The proposed algorithm
is illustrated via a simulation example involving tracking of two
maneuvering targets by two sensors (radar and infrared) and a
multiscan data window of length two.

I INTRODUCTION

We consider the problem of multisensor tracking of multiple ma-
neuvering targets in presence of clutter using switching multiple
target motion models. In the Bayesian framework the standard
JPDA algorithm uses only a single (latest) scan data available
at the sensors. To use more information to solve the data asso-
ciation problem, multiple scans of data (current and past scans)
have been used in [3] where only non-maneuvering targets (i.e.
one model per target) have been considered. In [4], Mscan-JPDA
technique was extended for multiple maneuvering targets where
a filtering algorithm was developed by applying the basic inter-
acting multiple model (IMM) approach and multiple scan joint
probabilistic data association (Mscan-JPDA) technique. But the
algorithm in [4] is applicable only to single sensor tracking. In
this paper, we extend the algorithm in [4] to multisensor scenario.

In a single scan JPDA we define single scan joint events. Sim-
ilarly in the multiscan scenario we define multiple-scan joint
events as follows. A marginal association event 6;,(k) is said to

be effective at time scan k when the validated measurement y(i)

k
is associated with (i.e. originates from) target r (r =0,1,---, N
where r = 0 means that the measurement is caused by clut-

ter). Assuming that there are no unresolved measurements, a
joint association event ©j is said to be effective when a set
of marginal events {6;,(k)} holds true simultaneously. That is,

O = ﬂ:il 0ir; (k) where r; is the index of the target to which
measurement y](;) is associated in the event under consideration,
(i=1,2,---,m). In the multiscan case with a scan window size
L (L-scan-back) and ks = k — L + s, we define multiscan joint

events .
Ok =[] [ ) Oirc (k)

s=1i=1

where 6., (ks) is the marginal association event that at time
scan ks, ith the validated measurement y,(cl?
target r;s. The number of feasible multiscan joint events grow
exponentially with multiscan window length, and even for a mul-
tiscan window of length two or three, this number can be large.

is associated with

II PROBLEM FORMULATION

Assume that there are total N targets with the target set denoted
as 7y := {1,2,---, N}. Assume that the dynamics of each target
can be modeled as one of the n hypothesized models. The model
set is denoted as M, := {1,2,---,n}. For target r (r € Ty),
the event that model i is in effect during the sampling period
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(tg—1,tx] will be denoted by M;(r) For the j-th hypothesized

model (mode), the state dynamics and measurements of target
r (r € Ty) are modeled as

a(r) = Fl_y (Map-1(r) + Gf_, (r)v]_,(r), (1)

z,i(’/‘) = Wz (r)) + wi’l(’/‘) for [=1,...,q, (2)

where x () is the system state of target r at ¢; and of dimension
n, (assuming all targets share a common state space), zx(r) is
the (true) measurement vector (i.e. due to target r) from sensor

[ at t;, and of dimension n,;, ngl(r) and Gj_,(r) are the sys-
tem matrices when model j is in effect over the sampling period
(tg—1,tx] for target r and hd:l is the nonlinear transformation of
zk(r) to Z,lg(r)(l =1,2,...,q) for model j. A first-order linearized
version of (2) is given by

23, (r) = H (1) (r) +w]' (r) (3)
where Hg’l(r) is the Jacobian matrix of hJ'! evaluated at some
value of the estimate of state xy(r) (see Sec. III). The process
noise %71(7’) and the measurement noise wi’l(r) are mutually
uncorrelated zero-mean white Gaussian processes with covari-
ance matrices Qi_l (same for all targets) and Ri‘l (same for all
targets), respectively. At the initial time ¢g, the initial conditions
for the system state of target r under each model j are assumed
to be Gaussian random variables with the known mean ig (r)
and the known covariance Pg (). The probability of target r in

model j at to, ,ug (r) = P{Mg(r)}, is also assumed to be known.
k-1
by a finite-state stationary Markov chain (same for all targets)
with known transition probabilities p;; = P{Mj (r)|M}:_, (r)}.
Henceforth, t; will be denoted by k.

Note that, in general, at any time k, some measurements may
be due to clutter and some due to the target, i.e. there can be
more than a single measurement at time k. The measurement
set (not yet validated) generated by sensor [ at time k is denoted

The switching from model M} __ (r) to model M,g (r) is governed

as Z,i = {zi(l),zi(z),---,zi(ml)} where my; ig the number of
measurements generated at time k. Variable zfcm (i=1,---,my)

is the ith measurement within the set. The validated set of
measurements from sensor ! at time k will be denoted by Y},
containing m; (< m;) measurement vectors. The cumulative set
of validated measurements from sensor [ up to time k is denoted
as 2k = {YII,Y;,---,YICZ}. The cumulative set of validated
measurements from all sensors up to time k is denoted as Z* =
{zk() zk2) ... zk(@} where q is the number of sensors.

We make the same standard assumptions as detailed in [4].
Multiscan window of length two will be used to compute multi-
scan joint probabilities. Extension to higher lengths is straight-
forward but tedious. The goal is to find the filtered state estimate
for target r (r € Ty)

Ty (r) = E{ay(r)| ¥} (4)

and the associated error covariance matrix
Projie(r) = E{[zx(r) = T ()] [z (r) — Zipe ()] |25} (5)

where z(r)’ denotes the transpose of xy(r).



IIT IMM/MSCAN-JPDA FILTERING
ALGORITHM

We now extend the multiscan IMM /JPDA filtering algorithm of
[4] to apply to the multisensor case. As in [3] we will follow a
sliding window multiscan approach. We will only briefly outline
the basic steps in “one cycle” (i.e. processing needed to update
for a new set of measurements and a new multiscan window)
of the IMM/JPDA multiscan filter. We assume that the scan
window size is two. Given state estimate at time k — 1 based on
data up to time k — 1, in Sec. III.1 we provide first scan steps
(using data up to time k) and in Sec. II1.2 we provide the second
scan steps (using data up to time k + 1).

Assumed available:  Given the state estimate z7

E{ap—1(r)|M]_,(r), 2*71},

k—1|k— 1(r)
the associated covariance

Pz . 1(r) and the conditional mode probability uiil(r) =
P[ k—l( r)|ZF=1] at time k — 1 for each mode j € M,, and each

target r € .

II1.1 First Scan Steps

These mimic [4] except that now we have 2 sensors.
Step 1.1. Interaction — mixing of the estimate from the
previous time (Vj € My, Vr € Ty): The expressions for the

predicted mode probability ,u?; (r) == P{M,z (r)|Z2%—1} and the
mixing probability pil(r) := P{M]iil(r)\MZ (r), Zk=1} are as
1n [2 Sec. 4.2]. Similarly, the expressions for the mixed estimate
(r) = E{xr_1(r )\M]( ), Zkfl} and the associated co-

k 1|k—1
variance Pk 1k— 1(7") = E{[zg_1(r) — —1|k 1(r)][:r:k,1(r) -
xk]—1|k—1(r)] |Mlg(r),Zk’1} are as in [2, Sec. 4.2].

Step 1.2. Predicted state (Vj € My, Vr € Ty):
State prediction:

=035

o (1) = Bla (ML), 24 = B @ (). (6)
State prediction error covariance:

J _ 0j
Pk|k—1(7")* 1Pk 1|k— 1(7")Fk 1+Gk 1Qk 1Gro- (D)

The mode-conditioned predicted measurement of target r,
?’1 (r), and the covariance Si’l (r) of the mode-conditioned resid-

ual 1/]1(1)(7’) = z;(i) — 2,7;’1(7") are as in [2].

Step 1.3. Measurement validation for sensor 1: This
step is exactly the same as the Step 1.3 in [2]. The volume
of validation region for the whole target set is approximated by

N
7‘,/](:1 = Z'r:l

Step 1.4. State estimation with validated measurements
from sensor 1 (Vj € M, Vr € Ty): From among all the raw
measurements at time k, i.e., Zé = {z, 1>, Zk(2>7 e 1(ml(k»}
define the set of validated measurement for sensor 1 at time k
as V! := {y;( ) i@ yi(ml(k))} where m1 (k) is the total

Yk
number of validated measurement at time k and yl(l) = z;(m
where 1 <3 <lyg < -+ < lml(k) < mi(k) when mi(k) # 0.

Define the validation matrix

Q= [wi'r]

Vk1 (r) where Vk1 (7) is the validation region for target

) )

)

i=1,---,mi(k), r=0,---,N (8)
where w;, =1 if the measurement i lies in the validation gate of
target r, else it is zero. A joint association event @}ﬂ is repre-

sented by the event matrix

1

QO)) = [Gin(Oh)] i=1,---,mi(k), r=0,---,N (9)
where ( ) L
~ i [ 1 if (k) C O

wir(©) _{ 0 otherwise. k (10)

A feasible association event is one where a measurement can

have only one source Ziv:o a“«(@}g) 1 Vi, and where at
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most one measurement can originate from a target JT(Gi) :

k
S Gaeh <1
@,1C are mutually exclusive and exhaustive.
Following [1], define the binary measurement association indi-
N ~ .
cator 7;(0}) = Zr:l wir(©}F), i=1,---
1(4)

whether the validated measurement y,

for r = 1,---, N. The above joint events

,m1(k), to indicate
is associated with a
target in event @,16. Furthermore, the number of false (unassoci-

ated) measurements in event O} is ¢(O}) = Zm(k)[l 7 (0})].
We will limit our discussion to nonparametric JPDA [1]. One
can evaluate the likelihood that the target r is in model j, as

A (r) = pV MY (r), 251

= plviIeL, Mir (), 241 P{e) ). (11)

1
ek

The first term in the last line of (11) can be written as

ZZZZ

Ji=1 Jr—1=1jr41=1

pIV2 IOk, M (r), 247

p[Yk1|®17M]11(1)7 : '7M]1N(N)7Zk71] X P{M}gl (1)7 o

)

MZ;T_I (T - 1)7 M]JCT+1 (T + 1)7 T M]JCN (N)|®t7 M}JCT(T)) Zk_(l})

12
The second term in the last line of (11) turns out to be ([1, Sec.
6.2])

(i)(@}lc)!e
m1(k)!

1
P{6}} = Pp)t=%=®1) (13)

N
[[eor©va-
s=1

where Pp is the detection probability (assumed to be the same
for all targets) and € > 0 is a “diffuse” prior (for nonparametric
modeling of clutter) whose exact value is irrelevant. We assume
that the states of the targets (including the modes) conditioned
on the past observations are mutually independent. Then the
first term on the right-side of (12) is

p[YkllglvM]zl(l)v' . '7M£N(N)7Zk71]

my (k)

Hp[y,i“)wm (k), M (i), 271, 6ir, (k) C O},
(14)

where the conditional pdf (probability density function) of the
1(4)

validated measurement y, "~ given its origin and target mode, is

given by _
Pl 6ir, (k), M, (ri), 2F71) =
Ny E e ST ) el =1 g
v it r(0) =
where
1
N(z;y, P) = |27TP|71/26XP[—5(96 —y)P Nz —y). (16)
The second term on the right-side of (12) is given by
N
I # e (17)

s=1,s#r

The probability of the joint association event @}C given that
model j is effective for target r from time k — 1 through k is

P{OLIM](r), 2" 1 v}y



= SpIvilek ML), 24 IP{el} = sl el ()

where c is such that Z@}c Bi(ﬁ 0;) =1

The following updates are done for each target r (r € Tn).

Calculate AJ"" (r) (needed in Step 1.5 later) via (11)-(17). Define
the target and mode-conditioned innovations

Vk (r ol B) =
@ =2 ) for i=1,---,mu(k) if 6(k) C O)
0 otherwise.
v (19)
Using xk‘k 1(r) (from (6)) and its covariance Iglk_l(r) (from

(7)), one computes the partial state update xklk(r) and its co-
variance Pj’k(r) according to the standard PDAF [1],[2].

Step 1.5. Mode and joint event conditioned predicted
measurements for sensor 2 (Vj € My, Vr € Ty ): The mode
and joint event conditioned predicted measurement for sensor 2
is given by
2 1 ,2 1
2%(r,0}) = h2 (@], (r,0})). (20)

Using the linearized version (3), the covariance of the mode-
Eonditioned residual l/i’Q(l)(r, 0}) = zi(l) - 2{9‘2(7“, ©}) is given
Y

Sp2(r,04) = B{ V(00 (r, 0} M} (), 251, 1)

— HI2(r,01) P! (r, 01 HI? (r,0}) + RL? (21)

where H]’ (r,©4) is the first order derivative (Jacobian matrix)

of h3:2(.) at :L‘k‘k(r, ©1}). Note that (21) assumes that zi(i) orig-
inates from the target r.

|k

Step 1.6. Measurement validation for sensor 2: This is
similar to Step 1.3. For target r, the validation region is taken
to be the same for all models, i.e., as the largest of them. Let
(|A] = det(A))

(jr, O}) == arg{ max |S72 (r, @i)l} (22)

JEMn.OF

Then measurement zzm (t=1,2,---,
only if

m(k)) is validated if and

_ T2
%k

o0
[zk(l)

(r OS2 (r o) M ~ 5

)] <~
(23)
where ~ is an appropriate threshold. The volume of the valida-
tion region with the threshold ~ is
jrs2
V2(r) = ey 218002 (r, 02 (29)
where n.2 is the dimension of the measurement and ¢y, is the
volume of the unit hypersphere of this dimension. Choice of
v is discussed in more detail in [1, Sec. 2.3.2]. The volume of
validation region for the whole target set is approximated by
2 _ WV 2
Vi =2, VE).
Step 1.7. State update with validated measurements
for sensor 2 (Vj € My, Vr € Ty): From among all the raw
measurements at time k, i.e., Z2 zi(l), zi@), s 2(m2(k))}
define the set of vahdated measurement for sensor 2 at time k
as Y2 : { k Y i@) , 2(m2<k))} where M2 (k) is the total
2(8) ._ ,2(t)
%k

number of validated measurement at time k and y,
where 1 < Iy <2 < -+ < I, p) < ma(k) when mg( ) # 0.
Define the variables similar to (8)-(10) but for sensor 2 with m;
and O} replaced with my and ©2, respectively. One can evaluate
the likelihood that the target r is in model j, as

A2 (r) = p[Y2IMr (r), 2871 v}
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=3 plvei, o, Mir(n), 247 v P{e}} 8 (r 0.

ok Oy
(25)
The first term in the last line of (25) can be written as
n n n n
ECTCIN A OEAR AR DD DI DD )
=1 dr_1=ljpp1=1 jn=1
pIYZ 107, 04, MM (1), -, MM (N), 2471, V]
XP{M{ (1), M (= 1), M (),
MY (N)|6F, 04, M7 (), 251, Y1), (26)
while the second term is
P{e2} H(P <(OD) (1 — Pp)L=0:(OD) . (27)

Then the first term on the right-side of (26) is

plV2107,05, Mt (1), -+, MIN(N), 251 vl

ma (k)

P> D10, (k), O, M7 (r,), 251 VY], 64, (k) C ©2,

i=1
(28)
where the conditional pdf of the validated measurement yQ(Z)
given its origin and target mode, is given by
plyp ™ 6ir, (k), ©F, M, (), 2471 ¥
2(1), ~Jr; 2 Jris2 .
Ny 50 0, 00), 57 (i, 0) i Ti(©F) = 1,
1/V if 7;,(©;)=0
(29)
The second term on the right-side of (26) is given by
H ,u“ (s,01) (30)

s=1,s#r

The probability of the joint association event (82,01} ) given that
model j is effective for target r from time k — 1 through k is

Bl(r,0},03) == P{63,01|M](r), 281 v} Y2}

_ %p[yﬂ@ Lo, MI(r), 2*1 vl |P{e2}gi(r,eL)  (31)

where c is such that Z@i Z@}C ﬁi(r, @i, @i) =
The following updates are done for each target r (r € Tn).

Calculate Ai“2(r) (needed in Step 1.8 later) via (25)-(30). Define
the target and mode-conditioned innovations

2(i)

29,2 1 P 7
ol o2 Ye = — 2k (T’Gk) .fOI‘ 1= 1,---,2m2(k‘)
vl2(r,0},037) = if 0;-(k) C ©7
0 otherwise .
_ (32)
Using xk‘k(r ©}) and its covariance é\k(T ©}) , one computes
the final state update xk‘k(r) and its covariance P]zlk(r) accord-

ing to the standard PDAF [1]; details are omitted.

Step 1.8. Update of mode probabilities (Vj € My, Vr €
TN):

] TR

(r) := P[M(r)|2%] = (33)

where c is such that Z 1 uk(r) =1.



Step 1.9. Combination of the mode-conditioned esti-
mates (Vr € Ty ): The final state estimate update at time k is
given by

Thie(r) = @, (ud () (34)
j=1
and its covariance Py () is given by
S { P+ BL0) = Fup N () = Ben )} i 0.
! (35)

IT1.2 Second Scan Steps

Here we update to scan k + 1, given data up to time k + 1, with
a sliding scan window of size two, scans {k, k + 1}.

Step 2.1. Interaction — mixing of the estimate from the
previous time (Vj € My, Vr € Ty):

1l (r,©},0%) == P{Mj(r)|2*,6},0%}

1 . B .
= Zp[yf\Mi(T)yzk L0k O, Yy 1y, (r, ©5). (36)
The first part of (36) is evaluated by using (26).
predicted mode probability: uijrl(r, 6,1€, @i) =
P{M,,(r)|2* 0}, 67 }fzpww 01.07). (37

mixing probability: ,ullj (r, 05 @2) =
P{M(r)|M] ., (r), 2", 0}, 03} = pijui(r, O},

©7)/ui ., (r, 04, 03).

— H]a

k+1(r 9k7 ) k+1\k(r’ek7 )Hk+1(7" @1792)+Rk+1

(44)
where HI]c-H (r, 05, @2) is the first order derivative (Jacobian ma-

trix) of h9+1(.) at (r,01,02).

Step 2.3. Measurement validation for sensor 1: For
target r, the validation region is taken to be the same for all
models and @1 92’5 i.e., as the largest of them. Let

{

Then measurement zk(z) (i=1,2,---,m1(k+1)) is validated if

k1~ 2 (r 6L O3V 151 (. 6L, O [ —

(r,©4,0%)] < v where v is an appropriate threshold. The
volume of the validation region with the threshold ~ is Vkl_,'_1 (r) =
Cnyy "21/2|Si¢1(r, @i,éi)ﬂm where n.1 is the dimension of

the measurement and ¢y, is the volume of the unit hypersphere
of this dimension. The volume of validation region for the whole

v, =N

[ Vi (0)-

k+1|k

(jr Ok

,02) := arg A

max | A

JEMn, O}, O%

(r, 0}, 6} )l} (45)

and only if [z

Zir;1
k+l

target set is approximated by

Step 2.4. State estimation with validated mea-
surements from sensor 1 (Vj € M,, Vr € 7Tn):
From among all the raw measurements at time k + 1, i.e.,

k+1 : {zii&f,ziff,--~,z}i5:r1”(k+1))}, define the set of val-
idated measurement for sensor 1 at time k + 1 as ch 1

{y ,ig_li,yifl), .- ,yi(:fl(k+1))} where m1(k+1) is the total num-
ber of validated measurement at time k£ + 1. and yiﬁi)l = ;51‘1)

where 1 < I3 < la < -+ < b 41y < ma(k + 1) when
mi(k + 1) # 0. Note that all targets share a common validated
measurement set V!

(38) k1t o L
mixed estimate: k\k(T 0}, 03) := E{Ik(T”Mk-&-l( r),2 o2} Define the variables similar to (8)-(10) .w1th m1(k) and © re-
placed with 721 (k+ 1) and @k+1’ respectively. One can evaluate
Z’\i Lz il Lo the likelihood that the target r is in model j, as
= xk‘k(rvek7®k)MZJ(rve 7ek) (39) .
P ORI CRINORESED BB
covariance of the mixed estimate: Pk\k(T’ 0;,032) ©ie1 O% O
_ . PV 110k, 1, 03,04, M7 (r), 2¥IP{O} |} P{OF, ©1|M]" | (r), Z2¥}.
=Y {P (r6;,02) + [z, (r,0e,02) - (r,0},0%) (46)
Z k‘k bk klk M kit Pk The first term in the last line of (46) can be written as
i 1 92 1 o2 1
X[} (r, O}, OF) = Ty, (r, 01, 00 1 (r, 0}, 67).  (40) Z Z Z Z PV 110k, 07, 08, M) (1),
j1=1 Jr—1=1jry1=1 j
Step 2.2. Predicted state (Vj € My, Vr € Ty): )
1 2 il(N) Zk] XP{M,C+1(1),-~~7MIZ+_1 (7‘—1),
State prediction: xk+1|k(r, 0,,01) = it i s ) .
, Mk;_l (r+1),- Mkﬁl( )‘ekJrlv@kv@k:M}Z:_l(r)vZ } (47)
E{wgi (r)|M] (), zk o1,02) = Fjlgjlk(r, 6;,0%). (41) while the second term is
N
State prediction error covariance: P’ (r,0L,02) ¢( Ve 1
kt16\" Pk Ik 1 _ k+1 5s(©L. )¢y _ 1-65(0} 1)
i - P{O4.} = k+1'1_[1P) (1-Pp)
= F] P, (r,0] O LG Qict (42) = (48)
The third term in the last line of (46) is given by
Using (2) and (41), the mode-conditioned predicted measure-
ment of target r is p{@i7 |M,i’+1( ), Zk}

zk+1(r 0;,0%) .= 1 (@) k+1lk(r 0},0%)). (43)

Using the linearized version (3), the covariance of the mode-

conditioned residual Vk+(1 )( 0},02) = zigf)l —/z\]jﬁl_l(’r7 0},0%)
is given by Sk+1(r7 @i,@i)
= E{v]}V(r0f, 03V (r 6}, 03) M, (), 25,6}, 63}

plYy,
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1 _
= Sy (n 04, O PAOLIP{O Y, Vi |OF, 0, 2471

(49)
where
Yi162,04, 2871 = Y " plv2 ¥ 167, 04, M (), 25wl (r).
J
(50)



We assume that the states of the targets (including the modes)
conditioned on the past observations are mutually independent.
Then the first term on the right-side of (47) can be written as

(Oir, (k+1) COL, )

my (k+1)
1(4) ]ri
~ [ s 0m (k+1), 07, 00057, (). 25 (51)
=1

where the conditional pdf of the validated measurement y,lfgf)l

given its origin and target mode, is given by

1( Jr
p[ykiiw”-i(k-{-l),@Q,@l, k+1( ) Zkl =
N 1(z) /\]7‘ ,1 @ e SJT‘ > 02 9! if 1,
(yk+17 k+1 (ri, ) k+1 (ri, K k) if 7(© k+1) =
1/Vk+1 if71(6k+1)70.
(52)
The second term on the right-side of (47) is given by
N
I weneetep. (53)
s=1,s#7r
The probability of the joint association events ©1 9 , and @1

k+17
given that model j is effective for target r from time k: through
k+1is

Bi+1(rvellg+176276]%;) 7P{ek+17®279 lM +1(7n) Z Yk;+1}

—Plykl+1 |911c+17 627 ellcv M}i+1(7")v Zklp{ek-l-l}

xP{©7,04|M]  (r), 2"} (54)

where the first term can be calculated from (47) and (51) - (53),
the second term from (48), the third term from (49), and c is a
normalization constant such that

er,, L2 Zei B (1 ©)y1, 07, 05) =

The following updates are done for each target r (r € 7Tn).
Calculate AJ7%(r) (needed in Step 2.5 later) via (46)-(53). De-

k+1
fine the target and mode-conditioned innovations

k410

(r, @k+1’9k7@ )

k+1
y;?l —/z\iil(r, 02,04) for i=1,---,mk+1)
= if 0 (k+1) C9k+1
0 otherwise.
(55)
Using Ik+1|k(r7 ©2,0}) (from (41)) and its covariance
Pk+1‘k(r ©%,0}) (from (42)), one computes the state update

and its covariance P

k+1|k+1( r) in a manner similar

5/‘76+1|k+1(’“)
to [4]; the details are omitted.

Step 2.5. Mode and joint event conditioned predicted
measurements for sensor 2 (Vj € My, Vr € Ty ): The mode
and joint event conditioned predicted measurement for sensor 2
is given by

(r, 9k+17@ C) ) = hj72($i+1|k+1(7': @]16+17@i9911€))
(56)

the covariance of the

@2 @1) 2(1)

k+l

k:+1

Using the linearized version

mode-conditioned residual vy,

3),

j,2(4)
J,a(2 (T ®i+17

/7@_'.1(7‘7 9k+1’ ®k’6k) is g1ven by

HJ’

S k+1

k+1(T @k+1a®2)@ ) (T7 @Ilg+1a®2)ellg)

"2

J
XP k1

1 2
k+1|k+1(Tv @k+17@k7 Ch k)

(r,©}41,07,0}4) + RLY,

(57)
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where Hk+1(r ®k+17 ©2,0;) is the first order derivative (Jaco-
bian matrix) of A%2(.) at xk+1‘k+1(r 9k+1,®i,9}c).
Step 2.6. Measurement validation for sensor 2: This is
similar to Step 2.3. Let
(.jh éi+1: C:)iv C:)Ilg) =
arg max 1572 (r, €} 11,07, O})] (58)
JEMn O] .07.0]

Then measurement ziﬁ)l (i=1,2,---,ma2(k+1)) is validated if
and only if [zi(ﬁl
Tirs2 1 2 gl grs 1 2 gly—17,2(%)
zk+1(7’ 6k+17 05,0 [Sk+1(r ®k+l7 05,07 = a1 -
Afc:L’l(r 6k+17 @ 61)] < ~ where v is an appropriate thresh-

old. The Volume of the Val1dat10n region with the threshold = is
V2, (r) = cn22'y”22/2|5i1 (1,0}41, 0%, ©1)|*/2. The volume
of validation region for the whole target set is approximated by
2 N 2

Vizin =20 ViZn ()

Step 2.7. State update with validated measure-
ments from sensor 2 (Vj € My, Vr € Ty): From
among all the raw measurements at time k + 1, i.e., ZEJFI
= {ziill),zifi,---, iimﬂkl‘l))} define the set of validated
measurement for sensor 2 at time k + 1 as YkJrl

y2(ﬁ2(k+l))

{y Zgl,yifi, Y } where m2(k+1) is the total num-
ber of validated measurement at time k + 1 and yiﬁ)l = iﬁ’l)
where 1 < 1 < lo < -+ < Ly,ey1) < ma(k + 1) when
ma(k + 1) # 0. Define the variables similar to (8)-(10) One
can evaluate the likelihood that the target r is in model j, as

2. 2.0

1 2 1
®k+1®k+1 o, 9

z

AJT’l(T) = lYk+1lM +1(7") zk Yk+1

M7 (1), 25, Y P{OF )

><,8k+1('f', ®k+17ek76k)' (59)

Mimicking Secs. 1.7 and 2.4, one can calculate

plYk+1l9k+17@k+l7 @ @1

-~ 1 o2
xk+1|k+1(r ®k+17®k+179 ,05)

= E{$k+1(7')|Mk+1( ) z* Yk+1,@k+l,@k,Yk+1,@k+1,
E{xk+l(7‘)|Mk+1(r)7Zk7yk+17yk+1}7
J
Pk+llk+1(r)
9 ,01 %), respectively; details are

i}’

~j o
xk+1\k+1(7") =

their covariances matrices

o1

and

and Pk+1\k+1

omitted.

Step 2.8. Update of mode probabilities (Vj € My, Vr €
TN):

2
@k-l—l’

(rs

k41

7,2
Ak+1

(r)
(60)

W () = PIML (01254 = 2l (MARL, ()

where c¢ is such that E

Step 2.9. Combination of the mode-conditioned esti-
mates (Vr € 7Ty ): This is exactly as in [4, Step 2.6].

IV SIMULATION EXAMPLE

We now consider tracking two maneuvering targets by two sen-
sors in clutter. We carry out sequential updating of state for
each target using IMM multiscan JPDA with a scan window size
of two and compare our results with single scan IMM/JPDA
algorithm of [2].

The True Trajectories: Target 1 starts at location [10100
1740 40] in Cartesian coordinates in meters. The initial velocity

=1 lu‘k+1(r) =1
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Figure 1. Trajectories of the two maneuvering targets (read
top to bottom). (a) Position in xy plane. (b) distance between
targets.

is [-78 299.9 0] in m/s. Target stays at constant altitude with
a constant speed of 309.87 m/s. Its trajectory is a straight line
with constant velocity between 0 and 8 sec., a coordinated turn of
-0.09 rad/s with a constant acceleration of 27.889 m/s? between
8 and 14 s, a straight line with a constant velocity between 14 and
22 s, a coordinated turn of 0.09 rad/s with a constant acceleration
of 27.889 m/s? between 22 and 28 s, and a straight line with
a constant velocity between 28 and 35 s. Target 2 starts at
location [9800 1740 40] in Cartesian coordinates in meters. The
initial velocity is [0 299 0] in m/s. The target stays at a constant
altitude with a constant speed of 299 m/s. Its trajectory is a
straight line with constant velocity between 0 and 35 sec.

The Target Motion Models: The motion models are identi-
cal for both targets. In each mode target dynamics are modeled
in Cartesian coordinates as xp = Fxr_1 + Guip_1 where state
of the target is position, velocity and acceleration in each of
the three Cartesian coordinates (z, y and z). Thus xj is of di-
mension 9 (n;=9). Two models are considered in the following
discussion and they are the first two models of [2, Sec. 5]. Model
1 is a nearly constant velocity model with zero mean perturba-
tion in acceleration with process noise standard deviation chosen
as 5m/s? and Model 2 is a Wiener process acceleration (nearly
constant acceleration motion) model with process noise standard
deviation chosen as 30m/s2. The initial model probabilities for
three targets are identical: ,u[l) = 0.98 and ,ug = 0.02. The mode
switching probability matrix for the two targets is also identical
and is given by

The Sensors: Two sensors, (radar and infrared) are used
to obtain the measurements. The measurements are range and
azimuth from radar. Azimuth and elevation angles from the
infrared. The range, azimuth and elevation transformations, re-

spectively, are given by r = (22 + y2 + z2)1/2, a = tan~1(y/x),

0.98
0.02

0.02
0.98

p11
P21

P12
P22

e = tan"'[z/(z® + y?)'/?]. The measurement noise wi’l for
sensor | (I = 1,2) is assumed to be zero-mean white Gaussian
with known covariance matrices R! = diag[400m?, 49mrad?]

and R? = diag[4mrad?, 4mrad?]. The sensors are assumed to
be located at the origin of the coordinate system. The sampling
interval was T" = 1s and it was assumed that the probability of
detection Pp = 0.997.

The Clutter: For generating false measurements in simula-
tions, the clutter was assumed to be Poisson distributed with
expected number of \; = 20 X 10*6/m mrad for sensor 1 and
A2 = 1.5 x 1074 /mrad? for sensor 2. However, a nonparametric
clutter model was used for implementing all the algorithms for
target tracking.

Other Parameters: The gates for setting up the validation
regions for the sensor were based on the threshold v = 16. With
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Figure 2. Root mean-square error (RMSE) in position using
single scan IMM/JPDAF [2] and the proposed multiscan (win-
dow size 2 scans) IMM/Mscan-JPDAF algorithms.

the measurement vector of dimension 2, this leads to a gate prob-
ability Pg = 0.9997 (see p. 96 of [1]).

Simulation Results: The results were obtained from 100
Monte Carlo runs. Fig. 1 shows the true trajectories of the two
targets and the distances among targets as a function of time.
Fig. 2 shows the RMSE (root mean-square error) for the filtered
position estimates for the two targets as a function of time. It
is seen from Fig. 2 that the multiscan approach does provide a
significant improvement over the single scan approach.

V CONCLUSIONS

We investigated the problem of multisensor tracking of multiple
maneuvering targets in the presence of clutter using switching
multiple target motion models. A novel suboptimal filtering al-
gorithm was developed by applying the basic interacting multiple
model (IMM) approach and multiscan joint probabilistic data as-
sociation (JPDA) technique. We exploited sequential updating
of measurements from multiple sensors. Past work (see [4]) on
this problem is restricted to single sensor tracking.

The algorithm was illustrated via a simulation example involv-
ing tracking of two maneuvering targets and a multiscan data
window of length two. The simulation example shows a signif-
icant improvement in target position estimate by the proposed
IMM multiscan JPDA (with a scan window size of two) com-
pared to the results of the single scan IMM/JPDA algorithm of
2]
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