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Abstract— This paper deals with an optimal control problem
for networked control systems, that have network induced
time delay in the communication networks. In our proposed
approach, a linear quadratic controller for the systems with
random time delays in delta domain is proposed. The optimal
controller is derived in delta domain by using a dynamic
programming approach. The derived optimal controller in
delta domain can be represented as a linear delay-depending
feedback from the state and the previous control signal. Finally
a numerical example is shown to illustrate the effect of the
proposed controller.

I. INTRODUCTION

Recent technological advances have enabled control sys-

tems to be implemented via networks. Such a networked

control system (NCS) [1], [2] consists of numerous physical

and computational elements or agents, which have physi-

cal and informational interactions and dependencies, sup-

ported by overlapping network resources. In recent years,

networked control systems have emerged as a topic of

major interest. Furthermore, the experimental testbeds for

networked control systems are presented in [3], [4]. Many

real-time systems are implemented as distributed control

systems, where the control loops are closed over a commu-

nication network or a field bus. The stability problems of

networked control systems are considered in [2], [5], [6],

[7], packet loss and droped out mesurement problems in

[8], [9], [10], and limited communication channel and rare

problems are studied in [11], [12], [13], [14], [15]. On the

other hand, there will be network-induced varying delay

in the communication networks. Some networks such as

CAN and Ethernet involve with varying delays [16]. Linear

quadratic control of systems with random network delays

is studied in [17], [18]. The state estimation problems are

also considered in [17], [18]. On the other hand, high-speed

digital processing systems are of increasing importance

in modern systems applications. However, most traditional

digital control and algorithms are inherently ill-conditioned

when applied to data taken at sampling periods that are high

relative to the dynamics of the underlying continuous time

processes being sampled. Furthermore, fast sampling period

can cause numerical problems with poles aggregating near

1. The delta operator is known that it provides a practical

solution to this problem [19], [20], [21].

This paper proposes optimal control of linear systems

with long random time delays in delta domain. In this
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paper, networked control systems are discretized with delta

operator. By using the delta operator representation, a dy-

namic programming approach is investigated and discussed

to derive an optimal controller for the linear systems with

quadratic cost. The methodology for random time delays is

based on a stochastic description of the variations of the

delays. It is assumed that the time delays are statistically

mutually independent. The derived optimal controller in

delta domain can be represented as a linear delay-depending

feedback from the state and the previous control signal.

The controller in [22] is extended to a controller with the

delays that are longer than one sample period. Further,

model predictive control with a terminal constraint can be

considered to deal with stability as the extention of this

work.

The reminder of this paper is organized as follows.

Section II describes a system representation of networked

control systems with delta operator and the optimal control

problem is formulated. In Section III, we derive the optimal

controller by using dynamic programming approach. Then

the control algorithm is also considered. Section IV shows

an illustrative example of the simulation result to illustrate

the effect of the proposed controller. Section V describes a

conclusion of our research.

II. PROBLEM FORMULATION

A. Networked Control Systems

In this paper, networked control Systems illustrated in

Fig. 1 is considered.

The communication delay between sensor and controller

is represented as τ sc
k , between controller and actuator τ ca

k .

They are randomly varying. All time delays are independent

over the full horizon and their probability distributions

Delay
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Fig. 1. Networked control systems with delays
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are known a priori [17], [18]. The sampling period that

is positive value is denoted as h. The length of the past

time delays are known to the controller. The plant to be

controlled is represented as the form

ẋ(t) = Ax(t) + Bu(t) + Bww(t), (1)

where x ∈ R
m is the state, u ∈ R

p the input and w is white

noise with unit incremental variance Rw.

B. Discretization

The timing of signals in the control system is illustrated

in Fig. 2. Fig. 2 shows delays τ sc
k , τ ca

k . Time step is denoted

by tk and discretized state is denoted by xk.

It is assumed that the total time delay satisfies the

following condition (2),

τ sc
k + τ ca

k < Zh, (2)

where Z is a positive integer [18]. Using this assumption,

the total time delay that is longer than the sampling period

can be considered.

The linear process with the zero-order-hold actuator on

the input, periodically sampled

xk+1 = Ãxk + Γ̃(τk)

⎡
⎣ uk−Z

...

uk

⎤
⎦ + B̃wwk (3)

where

Ã = eAh, B̃w =
∫ h

0

eAsdsBw, (4)

τk = { τ sc
k−Z τ ca

k−Z · · · τ sc
k τ ca

k } (5)

Γ̃(τk) =
qk∑

i=0

Φ(tk+1 − ti+1
k , tk+1 − tik, Ii + Z − k)

(6)

[18]. If the integer Z is set as 1, the system is equivalent

to the system in [17].

C. Delta Operator Systems

In this section, a system representation with delta op-

erator [20] for the discrete time system (3) is proposed.

By using the delta operator representation the system is

calculatable even if the sampling period h is small. From the

tk-1

S e ns or

Controlle r

Actuator
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kt act

τk
sc

kt t k+1

Time
τk

ca

k-1t act
uk-1

A
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uk

uI0
uI1

Fig. 2. A diagram of signals

relation of delta operator, the system (3) can be transformed

into

∆xk

∆h
=

xk+1 − xk

h

= A∗xk + Γ(τk)

⎡
⎣ uk−Z

...

uk

⎤
⎦ + B∗

wwk, (7)

where

A∗ =
1
h

(Ã − I), Γ(τk) =
1
h

Γ̃(τk), B∗
w =

1
h

B̃w. (8)

Introducing a vector νk

νk = [uT
k−Z+1 · · · uT

k−1 ]T , (9)

the system (7) is written as follows

∆xk

∆h
= [A∗ ΓZ(τk) Γa(τk) ]

⎡
⎣ xk

uk−Z

νk

⎤
⎦

+Γ0(τk)uk + B∗
wwk. (10)

Here

ΓZ ∈ R
m×p, Γa ∈ R

m×(Z−1)p, Γ0 ∈ R
m×p. (11)

Notice that the matrices [ A∗ ΓZ(τk) Γa(τk) ] and Γ0(τk)
depend on the time delay τk . If the integer Z is set as 1, a

system representation with deltor operator of the system in

[17] can be obtained [22].

When the sampling period h is very small, the matrix

(4) may be a unit matrix. While by using delta operator

numerical calculation becomes possible that implies (8)

is not a unit matrix. A numerical example is considered

to show the dependence of matrices to the delay and

information that the controller can use.

Example 1: The system is represented as follows (12)

ẋ =
[

0 1
0.2 −0.1

]
x +

[
0
1

]
u +

[
0
10

]
w, (12)

where w is white noise with average is zero. Set the

sampling period h = 0.5 s and the delays satisfies the

condition τ sc + τ ca < 2h (Z = 2). Then the system (12)

can be represented as

∆xk

∆h
= [ A∗ Γ2(τk) Γa(τk) ]

⎡
⎣ xk

uk−2

uk−1

⎤
⎦

+Γ0(τk)uk + B∗
wwk. (13)

First, the case of the timing of signal shown in Fig.

2 is considered. In time interval [tk, tk+1] we can set

{t0k, t1k, t2k} = {tk, tact
k , tk+1}, and A∗, B∗

w is calculated

as follows

A∗ =
[

0.0494 0.9836
0.1967 −0.0490

]
, B∗

w =
[

2.4691
−90.1644

]
.

Further, Γ2, Γa, and Γ0 can be calculated as follows

Γ2 = 0, Γa(τk) =
1
h

∫ tk+1−t0k

tk+1−t1k

eAsdsB,
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Fig. 3. A diagram of signals (irregular case)

Γ0(τk) =
1
h

∫ tk+1−t1k

tk+1−t2k

eAsdsB. (14)

From this example, it is clear that these matrices depend

on the time delay τk. Further, in Fig. 2 at the point A the

controller can use the current state xk, past input sequence

u0, · · · , uk−1, and delays τ sc
0 , · · · , τ sc

k .

Example 2: Here the timing of signals shown in Fig. 3 is

considered. In this case, the order of the signals is replaced,

which is caused by the assumption (2). In Fig. 3, the replace

is happen at the point C and the signal that arrived later is

ignored [18]. For this case, the signal uk−1 is ignored at

the point C. Matrices A∗ and B∗
w are same as (14), since

they do not depend on the delays. Matrices Γ2, Γa and Γ0

can be clculated as follows:

Γ2(τk) =
1
h

∫ tk+1−t0k

tk+1−t1k

eAsdsB, Γa = 0

Γ0(τk) =
1
h

∫ tk+1−t1k

tk+1−t2k

eAsdsB. (15)

It is clear that the matrices Γ2, Γa and Γ0 depend on the

delays τk . Further the matrix that corresponds to the ignored

signal uk−1 becomes zero matrix i.e. Γa = 0. On the other

hands, in Fig. 3 at the point B the controller can use state xk ,

past input sequence u0, · · · , uk−2 and delays τ sc
0 , · · · , τ sc

k .

D. Problem Formulation

The control problem setup for the system (10) by the cost

function

J = E

{
h

N∑
k=0

[
xk

uk

]T

W

[
xk

uk

]
+ xT

N+1QfxN+1

}
,

(16)

where W is positive semi-definite and denoted as

W =
[

Q S
ST R

]
. (17)

Here it is assumed that R is positive definite and Qf is

positive semi-definite.

III. LINEAR QUADRATIC CONTROL

In this section, an optimal control for the delta operator

systems (10) with the object function (16) is proposed. First

a theorem is derived, whose proof is done by using dynamic

programming. Then the control algorithm to compute the

optimal control is presented.

A. Optimal Controller

The controller in [22] is extended to a controller with the

delays that are longer than one sample period. The following

theorem is obtained by extending the result in [22].

Theorem: Assume that the delays satisfy the condition

(2). The optimal control for the system (10) with the

objective function (16) is given by

uk = K′
k(τ sc

k , · · · , τ sc
k−N+1)

⎡
⎣ xk

huk−N

hνk

⎤
⎦ , (18)

where

K′
k(τ sc

k , · · · , τ sc
k−N+1)

= −(R + P̃
′22
k+1)

−1
(
[ST 0 0 ] + P̃

′21
k+1

)
(19)

P̃ ′
k+1(τ

sc
k , · · · , τ sc

k−N+1)

=
1
h

E
τca

k ,···,τca
k−N+1

{
G′T (τk)P ′

k+1G
′(τk)

|τ sc
k , · · · , τ sc

k−N+1

}
(20)

G′(τk) =

⎡
⎣ hA∗ + I ΓN Γa hΓ0

0 0 I 0
0 0 0 hI

⎤
⎦ (21)

P ′
k(τ sc

k−1, · · · , τ sc
k−N+1)

= h E
τsc

k

{
Q̃′ + P̃

′11
k+1 − K′

k(R + P̃
′22
k+1)K

′
k

}
(22)

Q̃′ =

⎡
⎣ Q 0 0

0 0 0
0 0 0

⎤
⎦ , P ′

N+1 =

⎡
⎣Qf 0 0

0 0 0
0 0 0

⎤
⎦ ,

(23)

P ′
k is positive semi-definite.

Proof: To prove the theorem, dynamic programming is

used. Introduce the cost functions Ja and Jb, which are

given by (25) and (26) respectively.

J = Ja + Jb (24)

Ja = E

{
h

N−1∑
k=0

[
xk

uk

]T [
Q S
ST R

] [
xk

uk

]}
(25)

Jb = E

{
h

[
xN

uN

]T [
Q S
ST R

] [
xN

uN

]
+xT

N+1QfxN+1

}
=: VN(zN , τ sc

N ) (26)

VN can be interpreted as the cost from k to N and is a

function of the state xk at time k. Define the vector

z′k =

⎡
⎣ xk

Tuk−N

Tνk

⎤
⎦ . (27)
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Using P ′
N (23) gives

V ∗
N (z′N , τ sc

N−1, · · · , τ sc
N−N+1)

= min
uN

E

{
T

[
xN

uN

]T [
Q S
ST R

] [
xN

uN

]

+z′TN+1P
′
N+1z

′
N+1

}
. (28)

The system representation with delta operator (10) can be

rewritten as follows

∆xk

∆
= [ TA∗ + I TΓN(τk) TΓa(τk) ]

⎡
⎣ xk

uk−N

νk

⎤
⎦

+TΓ0(τk)uk + B∗
wwk.

(29)

By using (29), the system can be represented as

z′k+1 =

⎡
⎢⎢⎣

xk+1

Tuk−N+1
...

Tuk

⎤
⎥⎥⎦ = G′(τN )

[
zk

uk

]
+

[
B∗

w

0

]
wk

(30)

where

G′(τN ) =

⎡
⎣ TA∗ + I ΓN Γa TΓ0

0 0 I 0
0 0 0 TI

⎤
⎦ . (31)

Since at time N −1 the controller can use τ sc
N , wk is white

noise, the delays τ sc
k , τ sc

k are independent, it follows

V ∗
N(z′N , τ sc

N−1, · · · , τ sc
N−N+1)

= T E
τsc

N

min
uN

{[
xN

uN

]T [
Q S
ST R

] [
xN

uN

]

+
[

z′N
uN

]T

P̃ ′
N+1

[
z′N
uN

]}
+ trBT

wP ′11
N+1BwR1

(32)

P̃ ′
N+1(τ

sc
N , · · · , τ sc

N−N+1)

=
1
T

E
τca

N ,···,τca
N−N+1{

G′T (τN )P ′
N+1G

′(τN )
∣∣τ sc

N , · · · , τ sc
N−N+1

}
. (33)

Rewrite V ∗
N by using the completing square form. Then we

can represent V ∗
N as

V ∗
N = T E

τsc
N

min
uN

{{
uN + (R + P̃

′22
N+1)

−1

×
(
[ST 0 0 ] + P̃

′21
N+1

)
z′N

}T

×(R + P̃
′22
N+1)

{
uN + (R + P̃

′22
N+1)

−1

×
(
[ST 0 0 ] + P̃

′21
N+1

)
zN

}}
+zT

NP ′
NzN + tr BT

wP ′11
N+1BwR1. (34)

It is clear that P ′
N+1 is symmetric. It implies that the matrix

P̃ ′
N+1 is symmetric. Since R > 0 and P ′

N+1 ≥ 0, the matrix

(TR+P̃
′22
N+1) is positive definite. Hence, the optimal control

u∗
N is given by

u∗
N = K′

N (τ sc
N , · · · , τ sc

N−N+1)z
′
N , (35)

where

K′
N (τ sc

N , · · · , τ sc
N−N+1)

= −(R + P̃
′22
N+1)

−1
(
[ ST 0 0 ] + P̃

′21
N+1

)
.

(36)

Repeating the above procedure for the times N − 1, N −
2, . . . , 0 gives the optimal control u∗

k

u∗
k = K′

k(τ sc
k , · · · , τ sc

k−N+1)zk, (37)

where

K′
k(τ sc

k , · · · , τ sc
k−N+1)

= −(R + P̃
′22
k+1)

−1
(
[ ST 0 0 ] + P̃

′21
k+1

)
. (38)

This proves (18). �
Here, Riccati equation is given by

−∆Pk

∆h

= E
τsc

k

⎧⎨
⎩

⎡
⎣Q + hA∗T P 11

k+1A
∗ + A∗T P 11

k+1 + P 11
k+1A

∗
1
h
ΓT

NP 11
k+1(hA∗ + I) − 1

h
P 21

k+1
1
h (ΓT

a P 11
k+1 + P 21

k+1)(hA∗ + I) − 1
hP 31

k+1
1
h (hA∗ + I)T P 11

k+1ΓN − 1
hP 12

k+1
1
h
ΓT

NP 11
k+1ΓN − 1

h
P 22

k+1 − 1
h
P 22

k+1
1
h
(ΓT

a P 11
k+1 + P 21

k+1)ΓN − 1
h
P 32

k+1
1
h (hA∗ + I)T (P 11

k+1Γa + P 12
k+1) − 1

hP 13
k+1

1
hΓT

N (P 11
k+1Γa + P 12

k+1) − 1
hP 23

k+1
1
h
{(ΓT

a P 11
k+1 + P 21

k+1)Γa + ΓT
a P 12

k+1 + P 22
k+1} − 1

h
P 33

k+1

⎤
⎦

−KT
k (R + P̃ 22

k+1)Kk

}
. (39)

The theorem gives the optimal control for the networked

control system (29) with the objective function (16). The

optimal control gain K depends on τ sc and the optimal

control is represented as a state feedback form. This con-

troller is extended the controller in [22] in terms of the

delays that are longer than one sample period. In Theorem

the system is the delta operator representation of the system

in [18]. Especially the system representation in [18] can be

obtained by setting sampling period h = 1. Hence, it can

be said that the proposed control is an extended controller

of one in [18] in the sense of the system representation.

B. Control Algorithm

In this section, a control algorithm that constructs the op-

timal control is presented. The optimal control is calculated

off-line as same as the standard finite Linear quadratic con-

trol for discrete time systems. Since the optimal controller

depends on the delay τ sc, the gain that is function of τ sc

is calculated as first step. Then, substituting the delay τ sc

into the gain gives the optimal control that is applied to the

system.

First, for the given terminal weighting matrix Qf using

(23) derives PN+1 . Then from (20), (21) P̃N+1 is obtained.
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In this calculation for P̃N+1, the delay τ sc
N , · · · , τ sc

N−M+1

are considered as variables. By using P̃N+1, the gain

KN (τ sc
N , · · · , τ sc

N−M+1) can be obtained from (19). Further

PN is calculated from (22). At this time, the calculation of

expectation for τ sc
N makes τ sc

N no variable. Using PN , (20)

and (21) gives P̃N (then τ sc
N−M becomes a new variable ).

The gain KN−1 is also calculated similar to KN from (19).

Repeat these calculations the controller gain K0, · · · , KN

can be obtained. The algorithm can be summarized as

follows:

1) Calculate PN+1.

2) Set k = N + 1.

3) Repeat following steps (a)-(d) until k = 0.

a) Decrement k.

b) From (20) and (21) calculate P̃k+1.

c) By (19) calculate the gain Kk .

d) By using (22) calculate Pk.

In this algorithm the backward calculation is repeated N+1
times.

IV. EXAMPLE

In this section, consider the optimal control with the

objective function (16) for the system (12). This system

is discretized with sampling period h = 0.5. Then we have

ẋ =
[

1.025 0.492
0.098 0.976

]
x +

[
0.124
0.492

]
u +

[
1.235
4.918

]
w.

The horizon is N = 30 and the weighting matrices are set

as

Q =
[

10 0
0 10

]
, R = 1, S = 0. (40)

The time delay τ sc is assumed to be uniformly distributed

on the interval [0, αh] (0 ≤ α < 2). In this example

the time delay τ ca is assumed to be zero for the sake

of simplicity. The closed loop systems are simulated with

the optimal controller proposed in this paper and a linear

quadratic controller neglecting the time delays.

The proposed optimal controller is calculated by using the

algorithm proposed in the above section. In this simulation,

MATLAB Symbolic Math Toolbox is used to obtain the

optimal controller. The resulting cost in the case of initial

state response with x0 = [1 0]T is plotted in Fig. 4. The

time histories of the state and the input are also shown in

Fig. 5 and 6.

In Fig. 4 for the region α < 1.2, the cost with the

proposed optimal controller is higher than the cost with

the linear quadratic controller. Since the linear quadratic

controller neglecting the time delays gives the optimal

controller for no delay case, only in the small delay case

the performance can be better than the proposed optimal

controller. However, for the large delay case the proposed

optimal controller performs better than the linear quadratic

controller. This means that the proposed optimal controller

has effectiveness for the long time delay. It causes that the

sampling period can be made short (fast sampling systems).

0 0.5 1 1.5 2
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1

1.5

2

2.5

3

3.5
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4.5

5
x 10

4

Max Delay Ra te  α

C
o

st

Optima l controlle r presented in this  paper
LQ-controlle r neglecting the  time  de lays

Fig. 4. Costs for difference maximum delays in the case of initial
state response with x0 = [1 0]T , The real line shows the result of the
proposed optimal controller, and the dashed line shows the linear quadratic
controller’s case.

0 5 10 15 20 25 30
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0.2

0.4

0.6

0.8

1

1.2

Time

x

Fig. 5. The time histories of the state, The real line shows the result of
x1 and the dashed line shows x2.

From Fig. 5 and 6, we can see that the state and the input

convarge to 0.

V. CONCLUSION AND FUTURE WORKS

A. Conclusion

This paper has proposed the optimal control of linear

systems in delta domain with long random time delays

which are longer than one sampling interval. With the

delta operator representation, the dynamic programming

approach has been investigated and discussed to derive the

optimal controller with quadratic cost for the delta operator

system representation. We have shown that the optimal

controller with full-state information in delta domain can

be represented by a linear delay-depending feedback from
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0 5 10 15 20 25 30
−1

−0.5

0

0.5

1

1.5

2

Time

u

Fig. 6. The time history of the input

the state and the previous control signal. The derived

optimal controller has had the numerical property in very

fast sampling period. Theresults have been illustrated with

numerical examples.

B. Futurework

In this paper, the full-state information was assumed.

State estimation problem is one of the extentions for this pa-

per. Moreover, model predictive control will be considered

to guarantee stability.
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