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Abstract— This paper presents an adaptive fuzzy modelling
and control scheme for discrete-time nonlinear uncertain
systems. The proposed adaptive scheme includes two parts: on-
line fuzzy modelling using Takagi-Sugeno (T-S) fuzzy systems
and model reference adaptive control design. The T-S fuzzy
model has a self-organizing structure, i.e. the fuzzy rules
can be added, replaced or deleted automatically via on-line
clustering and the consequence parameters of the T-S model
can be recursively updated by recursive least square estimation
(RLSE) method, which allows it to identify complex nonlinear
uncertain systems on-line. The adaptive controller is based on
the T-S fuzzy model employed as a dynamic model of the plant.
The controller can adaptively generate control signals while
the structure and parameters of the T-S model are updated
on-line. The effectiveness of our approach is verified by its
applications in the identification of a second-order nonlinear
uncertain system and the tracking control of a single robot
arm.

I. INTRODUCTION

Since the mid 1980s, fuzzy logic techniques have been
widely applied to modelling and control of complex non-
linear plants. Theoretical justification of fuzzy model as a
universal approximator has been given in the last decade
[1],[3],[7]. Among various kinds of fuzzy systems, there
is a very important class called Takagi-Sugeno (T-S) fuzzy
systems which have recently become a powerful practical
engineering tool for modelling and control of complex
systems. The T-S fuzzy systems have been proven to be
a powerful and efficient solution in the discipline of non-
linear system modelling and control. Their multiple model
structure makes them capable of approximating nonlinear
dynamic systems. They provide significant parameter and
structure variations which can deal with large uncertainties
and strong nonlinearities.

Many approaches on using T-S fuzzy models in mod-
elling and control of nonlinear uncertain systems have been
developed [2], [4]-[6],[8]. In [2], they present an approach to
generating adaptive fuzzy-neural models, which combines
structure and parameter identification of T-S fuzzy models.
In [8], methods to exact T-S fuzzy models from fuzzy
clusters obtained by Gath-Geva clustering are presented.
In [11] and [12], genetic algorithms are used for training
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model structure and parameters. These methods are found
to be quite useful in system identification and control but
off-line learning is required. They suppose that all the
data is available at the start of training and their iterative
and time-consuming re-training procedures make real-time
implementation very difficult or impossible. In [4], an
approach to the on-line learning of T-S models is proposed.
It is based on a novel learning algorithm that recursively
updates T-S model structure and parameters, which seems
very attractive for nonlinear system modelling and adaptive
control. However, using its criteria for modifying fuzzy rule
base, in some situation, the number of fuzzy rules grows
very large because its criteria doesn’t consider the condition
that some inefficient fuzzy rules need to be deleted from
the rule base. In [5] and [6], they present robust adaptive
fuzzy controllers suitable for identification and control of
nonlinear uncertain systems. However, it is assumed that
a part of the system function and full state vector of the
controlled plant is available from measurements. Therefore,
design of robust adaptive controllers for real-time modelling
and control of nonlinear uncertain systems without any prior
knowledge about their mathematical model remains one of
the most challenging tasks for many control engineers, es-
pecially when some of the system states are unmeasurable.

This motivates us to investigate an adaptive modelling
and control scheme which can provide a dynamic and
accurate model for the unknown plant via on-line learn-
ing algorithm and construct an adaptive model reference
controller which can generate proper control signals for the
plant. In this paper, we propose an approach to modelling
and control of nonlinear uncertain systems simultaneously
and automatically. The modelling algorithm generates an
optimal T-S fuzzy model from one rule, using on-line clus-
tering method to upgrade model structure and recursive least
square estimation (RLSE) method to adjust the consequent
parameters. The controller generates control signals based
on the current updated fuzzy model using feedback lin-
earization. Simulation results show this approach is effective
and efficient.

The rest of the paper is organized as follows. Section
II describes the overall control system structure. Section
III presents the on-line T-S fuzzy model modelling algo-
rithm including on-line structure identification and param-
eter adjustment. Section IV describes the controller design
procedure. This followed by section V that presents the
simulation results of two examples: on-line identification
of a second-order nonlinear uncertain system and model
reference tracking control applied to a single robot arm by
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using the proposed scheme. Finally, section VI concludes
the paper.

II. CONTROL SYSTEM STRUCTURE

In this paper, we seek to design an indirect model
reference controller for a class of SISO nonlinear uncertain
systems that can be represented by the following discrete
difference equation model:

yp (k + 1) = f [yp(k), yp(k − 1), · · · , yp(k − n + 1);
u(k), u(k − 1), · · · , u(k − m + 1)] (m ≤ n) (1)

where u(k) ∈ R and yp(k) ∈ R represent the I/O pair of
the SISO plant at time k and f(·) is an unknown function.
The control objective is to make the system output track a
specified trajectory yref ∈ R.

A diagram of the overall control system structure is
shown in Fig. 1. It is similar to that presented in [9] and
[10]. However, instead of the dynamic neural network, a
T-S fuzzy model is used here as a design model of the
system (1), based on which the controller is constructed.
The scheme consists of two parts: a dynamic T-S fuzzy
model and an adaptive controller based on the model. Both
the structure and parameters of the T-S fuzzy model can be
updated on-line using the modelling algorithm described in
Section III so that it can provide a dynamic model of the
plant. The controller generates control signals adaptively
according to an adaptive law given in Section IV based on
the current local model of the plant.

III. ON-LINE MODELLING OF NONLINEAR UNCERTAIN

SYSTEMS WITH T-S FUZZY MODELS

A. Characterization of Fuzzy Model

The T-S fuzzy model can be expressed as
Ri:
IF y(k) is Mi1 AND · · · AND y(k−n+1) is Min AND

u(k) is Ni1 AND · · · AND u(k − m + 1) is Nim

THEN yi(k + 1) = ai0 + ai1y(k) + · · · + ainy(k − n +
1) + bi1u(k) + · · · + bimu(k − m + 1) i = 1, · · · , N

(2)

Reference fuzzy sets Mi1,· · ·,Min and Ni1,· · ·,Nim rep-
resent linguistic labels that are defined over the in-
put and output spaces. Define xk as the input vec-
tor xk = [y(k), · · · , y(k − n + 1), u(k), · · · , u(k −
m + 1)] = [x1(k), x2(k), · · · , xm+n(k)]T and x∗

i =
[x∗

i1, x
∗
i2, · · · , x∗

im+n]T as the focal point of the ith rule
antecedent. The membership function for the input variables
is chosen as a Gaussian function.

µij = exp(−α‖xj − x∗
ij‖2) (3)

where i = 1, · · · , N, j = 1, · · · ,m + n and α = 4/r2. The
constant r is effectively the radius defining a neighborhood.
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Fig. 1. Adaptive control based on T-S fuzzy model

The output y(k +1) of the overall model is defined from
the individual linear subsystems associated with the rules,
according to the T-S reasoning method as follows

y(k + 1) =
∑N

i=1 ωiyi(k + 1)∑N
i=1 ωi

=
N∑

i=1

ω̄iyi(k + 1) (4)

where ωi =
∏m+n

j=1 µij(xj) is the firing strength of the ith

rule and ω̄i = ωi/
∑N

i=1 ωi is the normalized firing strength.

B. On-line Structure Identification

Usually identification of a T-S fuzzy model consists of
two parts: structure identification and parameter adjustment.
Structure identification includes determining the following:
1)input variables to the rules; 2)shapes and initial param-
eters of membership functions; 3)number of fuzzy rules;
4)focal points for each rule. In this paper, we assume we
have known the input variables and preselect the shapes of
the membership functions to be Gaussian type as described
in (3). Then the left task for on-line structure identification
is to decide the number of fuzzy rules and the focal points
for each rule, which can be solved by our on-line fuzzy
clustering procedure.

Our on-line clustering method is motivated from the
procedure called subtractive clustering. It starts with the first
data point rather than supposing that all the data is available
at the beginning. When the first data comes, it is chosen as
the first cluster center (focal point) and its coordinates are
used to form the antecedent part of the first fuzzy rule. Its
potential is assumed to be 1. Since the new data affects the
potentials of all the previously found cluster centers, the set
of cluster centers are updated as the following steps.

At time step k, the new data vk comes. vk is a vector
that consists of all the input and output variables up to k.

vk = [y(k), · · · , y(k − n), u(k − 1), · · · , u(k − m)]T (5)

The potential of vk is computed as

Pk(vk) =
k∑

j=1

exp(−α‖vk − vj‖2) (6)
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When the new data comes, the potentials of current
cluster centers {v∗1 , v∗

2 , · · · , v∗
p} are updated as

Pk(v∗i ) = Pk−1(v∗i ) + exp(−α‖v∗i − vk‖2) (7)

where i = 1, 2, · · · , p. The potential of the new data is
compared with the updated potentials of all the existing
cluster centers to decide the new set of cluster centers using
the following criteria:

To add or replace a rule:
if Pk(vk) > max{Pk(v∗i ), i = 1, · · · , p}

let δmin = min{exp(−α‖vk − v∗i ‖2), i = 1, · · · , p}.
let v∗

l is the center which is closest to vk.
if δmin

r + Pk(v∗
l )

Pk(vk) < 1
vk replaces v∗l as a new cluster centers.

else
Accept vk as a new cluster center.

end
else

Reject vk as a new cluster center.
end
To delete a rule:
After updating their potentials and a new data vector is

added, rejected or replaces an old cluster center as a new
center, we get a set of q cluster centers.

let dmin = min{exp(−α‖v∗i − v∗j ‖2), i = 1, · · · , q −
1, j = 2, · · · , q} and Pmax = max{Pk(v∗i ), i = 1, · · · , q}

let v∗
i and v∗j be the two centers which have the closest

distance and assume Pk(v∗i ) < Pk(v∗j )
if dmin

r + Pk(v∗
i )

Pmax
< 1

Delete v∗i from current set of cluster centers.
end
In the above criteria, r is the radius of influence, which

effects the number and spread of cluster centers.
The above on-line clustering approach provides a dy-

namic and evolving rule base by upgrading it when incom-
ing new data brings new information. The number of the
cluster centers determines the number of the fuzzy rules and
the values of them are used to construct the membership
functions of the input variables.

C. On-line Parameter Adjustment

We seek to identify a T-S fuzzy model in two phases.
In the first phase, we upgrade the model structure by fuzzy
clustering; in the second phase, we adjust the parameters
of the consequent part of fuzzy rules. In principle, structure
and parameter identification of the fuzzy model cannot be
completely separated because, to identify the structure, we
need a initial set of parameters for model verification. The
initial parameters of the rule consequents can be chosen by
off-line training or arbitrarily set. With the initial consequent
parameters, the on-line fuzzy clustering procedure can work
to upgrade the rule base and the parameters of the mem-
bership functions of the antecedent variables. Then for a
fixed upgraded rule base and antecedent parameters, the rule
consequents form a set of linear equations leading to a linear
regression problem, which can be solved by recursive least

squares estimation(RLSE). We can recast (4) as a matrix
equation

yk+1 = ΛT
k Θ (8)

where Λk = [ω̄1(xk)xT
ek, · · · , ω̄N (xk)xT

ek]T , Θ =
[θT

1 , θT
2 , · · · , θT

N ]T , xek = [1,xk
T ]T , and θi =

[ai0, ai1, · · · , ain, bi1, · · · , bim]T .
In (8), only Θ is an unknown vector whose elements are

the consequent parameters of the rules. Our goal is to find a
least square estimate (LSE) of Θ, namely, Θ∗, to minimize
the cost function Ψ =

∑L
k=1(yk − ΛT

k−1Θ)2, where L is
the number of data. Θ can be calculated iteratively using
the recursive least square estimate (RLSE) formulas that are
widely adopted in the literature

Θk = Θk−1 + SkΛk−1(yk − ΛT
k−1Θk−1)

Sk = Sk−1 −
Sk−1Λk−1ΛT

k−1Sk−1

1 + ΛT
k−1Sk−1Λk−1

(9)

where Sk is often called the covariance matrix and the least
square estimate Θ∗ is equal to ΘL. The initial conditions to
bootstrap (9) are Θ0 = 0 and S0 = γI , where γ is a positive
large number and I is the identity matrix of dimension M×
M , where M = (m+n+1)×N is the number of consequent
parameters.

It is important to note that when RLSE works to adjust
the consequent parameters, the rule base and antecedent
parameters are still suboptimal and may changes while new
data comes. Therefore, we need to check if the rule base
has changed before we apply RLSE to tune the consequent
parameters.

When a new rule is added to current rule base, Θk−1 is
modified as

Θ̃k−1 = [ΘT
k−1, θ

T
N+1]

T (10)

where θN+1 = [0, · · · , 0]T is a 1× (m+n+1) vector. The
covariance matrix is reset as

S̃k−1 = diagonal{ηSk−1, γ, · · · , γ} (11)

where η is a rationale larger than 1 needed for the correction
of the covariance matrix with the new rule. And Λk−1 is
reset as

Λ̃k−1 = [ΛT
k−1, ω̄N+1(xk−1)xT

ek−1]T (12)

When a rule or several rules are deleted from the rule
base, the covariance matrix Sk−1, Θk−1 and Λk−1 are
updated by deleting the corresponding elements in the
matrix or vectors.

When an old rule is replaced by a new rule, the above
matrices are inherited from the previous time step.

A block diagram that represents the overall identification
algorithm is demonstrated in Fig. 2
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Fig. 2. Block diagram for on-line modelling algorithm

IV. CONTROL ALGORITHM

We define z(k) = [y(k) y(k − 1) · · · y(k −n + 1)]T and
for simplicity, we assume bj = 0,∀j > 1, then (2) can be
changed into

z(k + 1) = Âz(k) + B̂u(k) + D̂ (13)

where

Â =
N∑

i=1

ω̄i ·

⎡
⎢⎢⎢⎣

ai1 ai2 · · · ain

1 0 · · · 0
...

. . .
. . .

...
0 · · · 1 0

⎤
⎥⎥⎥⎦ , B̂ =

N∑
i=1

ω̄i ·

⎡
⎢⎢⎢⎣

bi1

0
...
0

⎤
⎥⎥⎥⎦ ,

D̂ =
N∑

i=1

ω̄i ·
[
ai0 0 · · · 0]T

. (14)

Note that the actual output of T-S model y(k + 1) is

y(k + 1) = Cz(k + 1) = CÂz(k) + CB̂u(k) + CD̂(15)

where C = [1 0 · · · 0].

An assumption is made: CB̂ is invertible. It means in
practice that the relative degree of the nonlinear plant, hence
its nonlinear T-S model, is equal to one. It is straightforward
to extend the consideration to cover systems when the
relative degree is larger than one. The feedback linearizing
control can be calculated as

uc(k + 1) = (CB̂)−1(−CÂz(k) − CD̂ + ξ(k)) (16)

One-step-delay for computing u(k) is used here. The delay
is necessary to avoid the so-called logical inconsistency in
operation of the resulting global controller, which occurs if
the control signal appears in the premises of the controller
rules.

Eq. (16) applied to (15) results in it being decoupled and
linear with respect to the new input ξ(k). The auxiliary
control input ξ(k) is designed as a simple linear pole
placement

ξ(k) = yref (k + 1) + β(y(k) − yref (k)) (17)

where 0 < β < 1. The control input, as defined by (16)
and (17), is applied to both the plant and the T-S model.
The error between the output of the model and the reference
signal, emr(k+1) = y(k+1)−yref (k+1), obeys emr(k+
1) = βemr(k) and converges exponentially to the origin
with the rate α.

Thus, the control algorithm operates perfectly well when
applied to the model. We can assume that after some initial
transient, emr(k) → 0. Hence, if the model identified in
Fig. 1 achieves emp(k) → 0 when k → ∞ by updating the
model in the close-loop, the plant tracking error erp(k) is
equivalent to the modelling error emp(k)

erp(k) = yref (k) − yp(k) = y(k) − yp(k) = emp(k)(18)

so that erp(k) → 0 when k → ∞.
The overall stability analysis is still under research.

V. SIMULATION RESULTS

Example 1: In this example, we test the on-line fuzzy
modelling algorithm in identifying a nonlinear uncertain
plant that is given by the second-order nonlinear difference
equation

y(k + 1) = f [y(k), y(k − 1), u(k)]

=
y(k)y(k − 1)[y(k) + 2.5]
1 + y2(k) + y2(k − 1)

+ u(k) (19)

where f(·) is assumed to be unknown. Our objective is
to find a T-S fuzzy model of f(·) by using the modelling
algorithm proposed in Section III. The input signal is chosen
as u(k) = 0.5sin(2πk/5) + 0.5sin(2πk).

Using the proposed on-line fuzzy modelling algorithm,
the T-S model structure and parameters are generated si-
multaneously and automatically. By choosing difference r,
a different number of fuzzy rules is generated, which is
illustrated in Table I. Too small a value of r leads to too
many rules which brings too many parameters that will slow
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TABLE I

SIMULATION RESULTS WITH DIFFERENT R

r num. of rules MSE

0.1 8 0.0072

0.4 4 0.0090

0.8 3 0.1788
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Fig. 3. Evolution of fuzzy rules and norm of covariance matrix

down the adaptation speed; too large a value of r leads to
insufficient rules which will increase modelling error. In
this example, choosing r = 0.4, we obtain four rules that
have comparatively few parameters to tune and small MSE.
The evolutions of fuzzy rules and consequent parameters are
shown in Fig. 3 and Fig. 4. Fig. 5 illustrates the comparison
of model and plant outputs and the error between them.

Example 2: We verify the validity of the proposed T-S
fuzzy modelling and control scheme for tracking control of
the single robot arm, which is described by

ζ̇1 = ζ2

ζ̇2 =−a1sin(ζ1) − a2ζ1 + bu (20)

where y = ζ1 is the arm position which is the measured
output,ζ2 is the (unmeasured) angular velocity and u rep-
resents the input force. The system parameters are given as
follows: a1 = a2 = b = 1 and the identification and control
algorithm operates in discrete time with the sampling time
T = 0.05s. The desired position trajectory is assumed to
be yref (t) = 4sin(4t)+0.5sin(2t). The on-line modelling
starts from one fuzzy rule and evolves to two rules after 900
data samples. The evolutions of fuzzy rules and consequent
parameters are shown in Fig. 6 and Fig. 7. The controller
calculates control signal adaptively based on the current
model structure and parameters and the generated control
signal is used as the control input for both the model and
the plant. The output of the plant is feedback to the model
for on-line learning. Fig. 8 and Fig. 9 illustrate the tracking
response and control input.
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It should be pointed out that the model structure iden-
tification method described in Section III is general and
can be applied to both the off-line modelling and on-
line modelling. The latter is done entirely for the control
purposes. Hence, the global model is not needed. Only
a local model will enable us to produce suitable control
action at the time it required. Hence, good tracking accuracy
is achieved with two rules in the robot arm example for
the specified selection of reference trajectory. This will
change when the reference trajectory changes and the model
structure identification algorithm will find required model
structure in the close-loop.

VI. CONCLUSIONS

In this paper, an on-line adaptive modelling and control
scheme based on T-S fuzzy model has been proposed.
Both the structure and parameters of the T-S model can
be updated on-line, which makes it capable of approxi-
mating complex nonlinear dynamic systems. This scheme
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is computationally efficient and suitable for real-time im-
plementation as the rule base evolution is recursive based
on unsupervised learning and the parameters are adjusted
by RLSE. The controller is an indirect model reference
controller that generates control signals based the upgraded
model of the plant using feedback linearization. Simulation
studies of a second-order nonlinear plant and a single
robot arm verify the identification, adaptation and tracking
performance of the proposed scheme.
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