
Abstract—The strategy that the original input space is 
partitioned into several input subspaces usually works for 
improving the performance. Different from conventional 
partition methods, the partition method, attribute reduction 
based on rough sets theory, allows the input subspaces partially 
overlapped. These input subspaces can offer complementary 
information about hidden data patterns. In every subspace, a 
SVM sub-classifier is learned. Then, those SVM sub-classifiers 
with good performance are selected and combined to construct 
an ensemble classifier. The proposed method is applied to 
decision-making of medical diagnosis. Comparison between our 
method and several other popular ensemble methods is done. 
Experimental results demonstrate that the proposed approach 
can make full use of the information contained in data and 
improve the decision-making performance.

I. INTRODUCTION 
OR medical diagnostic decision-making problem, a great 
deal of information from many data sources is collected. 

Some popular learning methods can be applied in a large 
input space consisting of all the information. However, a 
mass of information in one input space may not improve the 
performance, and even worse affect the performance. 
Reasonable input space partition may improve the 
performance. This is demonstrated with the experimental 
results in this paper. Furthermore, the contributions of 
different information are different. Sometimes there exists 
redundant information, which has no contribution to find the 
data patterns. There usually also exists minor information 
with little contribution. In general, without the cost of 
decreasing accuracy, the efficiency can be improved by 
deleting the minor or redundant information. 

For improving the performance, the input space consisting 
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of all the information is partitioned into several input 
subspaces. Different from conventional partition methods, 
the partition method proposed in this paper allows the input 
subspaces partially overlapped. These input subspaces can 
offer complementary information about hidden data patterns. 
In every subspace, a sub-classifier can be learned. The 
performance can be improved by combining these learned 
sub-classifiers. For the synergistic use of information from 
these sub-classifiers, the information fusion techniques are 
considered for obtaining a global decision. Our proposed 
approach can make full use of the information from many 
data sources and improve the decision-making performance. 

The input subspace can be obtained by using information 
reduction algorithm to delete the redundant or minor 
information. Usually more than one input subspace can be 
obtained. Generally, the learned sub-classifier with the best 
performance is selected as the global classifier, and the rest 
sub-classifiers are abandoned. However, in our proposed 
method, all the learned sub-classifiers with better 
performance than that of the learned classifier in global input 
space are selected, and then an ensemble classifier is 
constructed by combining these sub-classifiers. Our 
proposed method is used in the situation that at least more 
than one subspace are obtained. The improved algorithm of 
information reduction proposed by [1] is a typical one for 
obtaining exhaustive information subspaces. 

Other methods for producing ensemble classifiers, such as 
Bagging and Boosting, have been investigated and shown to 
be helpful for improving the performance [2]. The multiple 
support vector machine decision model (MSDM), using the 
majority-vote scheme, is proposed in [3] to improve the 
classification performance. 

The support vector machine (SVM) proposed by Vapnik 
[4] is a new kind of learning machine, which derives from 
statistical learning theory and VC-dimension theory [5] and 
has become another research hotspot. Based on the structural 
risk minimization principle, SVM has good generalization 
performance. As compared to other popular learning 
methods, SVM is more appropriate for small sample 
problems. Therefore, it is used as the basic classifier for 
comparison in this paper. 

The rest of this paper is organized as follows. In Section II 
the basic theory of SVM for classification is introduced. The 
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attribute discretization methods are discussed in Section III. 
The attribute reduction method based on rough set theory is 
presented in Section IV. The decision fusion theory applied 
to ensemble classifier is described in Section V. The 
experiment results are given and analyzed in Section VI. 
Finally, in Section VII our conclusions are presented. 

II. SUPPORT VECTOR MACHINES FOR CLASSIFICATION

For the training data set 
1

, 1, 1
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where ix  represents condition attribute and yi represents 
class attribute. According to basic theory of SVM for 
nonlinear classification, the original data are projected into a 
certain high dimensional Euclidean space H by a nonlinear 
map : nR H , so that the problem of nonlinear 
classification are transformed into that of linear classification 
in the space H. Introducing the kernel function 

, ,i j i jK x x x x  makes it not necessary to know 

 [6]. The optimization problem of nonlinear 
classification can be described by 
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Based on the Lagrange method and duality principle, the 
problem (1) can be rewritten as 
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Solving the problem (2), we can get the optimal hyperplane 
, 0i i i

sv

f x y K x x b                     (3) 

Therefore, the decision function based on SVM for nonlinear 
classification in the input space is 

sgn ,i i i
sv

d x y K x x b                    (4) 

III. ATTRIBUTE REDUCTION

Different from conventional partition methods, the 
partition method used in this paper allows the input 
subspaces partially overlapped, and the original input space 
not covered entirely, because they are obtained by using 
attribute reduction algorithm to delete the redundant or minor 
attribute. The comparison of two partition strategies is 
illustrated in Figure 1. 

At least more than one input subspace where a 
sub-classifier is learned should be obtained in our proposed 
ensemble method. The modified rough sets based attribute 
reduction method proposed in [1] can obtain exhaustive 
optimal feature subsets by efficiently searching the original 
input attribute set. The attributes containing more 
classification information are selected by using feature 
matrix to compose the reduced attribute sets, namely, the 
optimal feature subsets, which construct the input subspaces 
respectively.  

Some important basic concepts in rough sets theory are 
given in the following [7].  

Definition 1: The optimal feature subset is the minimal 
subset composed of attributes, which can differentiate the 
instances in a positive subset from that in a negative subset. 

Definition 2: The discernibility matrix of information 
system is defined as 

,  : ( ) ( )

( ) ( ) , , 1,2, ,

D ij ij j in n

i j i j

M c c a A a u a u

d u d u u u U i j n
           (5) 

where ijc  is the element of DM , a A  is the conditional 

attribute, and d  is the class attribute. 
Definition 3: The feature matrix of positive set Pe opposite 

to negative set Ne is defined by 
,

| , 1,2, , ,

,

ij p q

ij k k k

e e

M m

m v v e v e k n

e P e N

             (6) 

where k  is the value of attribute k , p  is the size of eP

and q  is the size of eN . The elements of matrix M consist of 
the feature subsets that can distinguish the positive instance 
and the negative instance. One important property of the 

Fig. 1.  Comparison of two partition strategies 
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feature matrix M is as below.  
Property 1: If no less than one attribute in attribute set 

1 2( , , , )(s<n)sg v v v  exists in every element of the feature 
matrix M, the attribute set is a reduction set of feature set for 
decision table. When s  is taken the minimal value, the 
obtained feature subset is an optimal subset. 

The procedure of searching optimal feature subsets is 
described as follows [1]. 

Suppose the feature set of decision table is A  and the 
initial set of optimal feature subset is O  (empty set). 

Step 1: Calculate the discernibility matrix DM  and obtain 
the core set H .

Step 2: Calculate the feature matrix of decision table. If the 
core set H  satisfies the Property 1, O H  and go to Step 
8; otherwise, go to step 3. 

Step 3: Set B A H . Suppose the i  order power set of 
B  is iB , 1,2, ,i B  (The base of B ).

Step 4: 1i , and 0Flag .
Step 5: Randomly select feature (or set) ia B . Let 

F H a . If F  satisfies Property 1, O F  and 
1Flag .

Step 6: i iB B a . If iB , go to Step 5; otherwise, 
go to Step 7. 

Step 7: If 1Flag , go to Step 8; otherwise, if i B ,
1i i  and go to Step 5. 

Step 8: Export the optimal feature subset O.
Finally, the obtained reduced attribute subsets, i.e., the 

optimal feature subsets, are as follows 
:  1,2, ,i j jOS a A j k , 1, 2, ,i m        (7) 

where m  is the number of obtained optimal feature subsets. 
The precondition of applying the above algorithm is that 

all the attributes are discrete. Therefore, the continuous 
attributes have to be discretized. The principle of attribute 
discretization is described as below [7]. 

Consider a decision-making system ( , , )S U A d , where 

the data set is 1{ }n
q qU x , the condition attribute set is 

1{ , , }kA a a , and the class attribute set is 
: {1, , }d U r . The set of truncation points are defined as 

{ | ,  ,  0 }a a
a i i aI C C R a A i k , where a

iC  is the 

truncation point to divide the interval [ , ]a a
l uC C .

Correspondingly, a
0 1 1 2 1' {[ , ),[C , ), ,[ , )}

a a

a a a a a
a k kI C C C C C

is a subsection set in the interval [ , ]a a
l uC C . Let 'a A aP I .

Then we can define a new discrete decision system 
( , , )p pS U A d , where { | , ( ) }P P pA a a A a x i  if and 

only if 1[ , )a a
i ia x C C , ,  0 ax U i k . The truncation 

points can be obtained by using various attribute 

discretization methods.  
The simplest method to discretize continuous attributes is 

equal width interval, which divides the range of observed 
values into k equal sized bins. k is a user-defined parameter 
[8]. In this paper, this approach is used, for its low 
computational complexity. Empirical rule about how to 
determine the parameter k is not available. The parameter k is 
heuristically determined based on the interval number of the 
other discrete attributes in the feature space. 

IV. DECISION FUSION

In every subspace corresponding to each optimal feature 
set, a SVM sub-classifier can be trained. For improving the 
performance, these learned SVM sub-classifiers can be 
combined to obtain a global decision using information 
fusion techniques. In practice, if we have no a prior 
knowledge, the appropriate number of sub-classifiers have to 
be probed [9]. In this paper, the SVM sub-classifiers that 
work better than or equal to the learned SVM classifier using 
all features in original input space are combined to construct 
a SVM ensemble classifier. The scheme is shown in Figure 2. 
The majority vote is used for combining the individual 
decisions from selected SVM sub-classifiers. For an 
unknown instance x , suppose there are m  SVM 
sub-classifiers and the decision of the thi  SVM 
sub-classifier is id x , the global decision will be [3] 

1 1
arg  max ,  

i i

i i
d x d x

d x d x d x            (9) 

where 1, ,i m .
However, if the number of selected SVM sub-classifiers is 

even, it is possible that the votes of two categories are equal. 
The expression (9) does not work in this situation. Therefore, 
we set (9) as the main rule. When it does not work, we apply 
the following complementary rule for decision fusion. 

0 0
arg  max ,  

i i

i i
f x f x

d x f x f x        (10) 

where if x  is the distance from instance x  to the optimal 

classification hyperplane of the thi  SVM sub-classifier, 
1, ,i m , and m  is the total number of SVM 

sub-classifiers comprising the SVM ensemble classifier. 

V. SEVERAL OTHER ENSEMBLE METHODS

The multiple support vector machine decision model 
(MSDM) is proposed in [3] to improve the robustness and 
reliability of SVM classifiers. The original training set is 
randomly partitioned into several training subsets with the 
same size. The individual SVM classifiers are trained 
respectively using these training subsets. Then the 
majority-vote scheme is used to combine all the learned 

747



SVM classifiers. Suppose that there are m  individual 
learned SVM classifiers and the output of the thi  SVM 
classifier is iO , the final output will be 

1
( )

m

d i
i

O sign O                                (11) 

Bagging is a method for generating multiple versions of a 
classifier and using these to get an ensemble classifier [10]. 
The multiple versions are formed by making bootstrap 
replication of the learning set and using these as new learning 
sets. Given an original training dataset S  of size N , a 
training dataset tS  ( 1,2, ,t T ) is sampled with 
replacement from the original dataset S  [11]. Then a SVM 
classifier tC  is learned for each training subset tS . To 
classify an unknown sample x , each SVM classifier tC
returns its class prediction, which counts as one vote. The 
bagged SVM classifier *C  counts the votes and assigns the 
class with the most votes to X . That is 

*
t

1
C

T

t

C x sign x                        (12) 

Boosting encompasses a family of methods [12]. The 

focus of these methods is to produce a series of classifiers. 
The training set is chosen based on the performance of the 
earlier classifier in the series. The subsequent classifiers will 
pay more attention to the samples misclassified by the earlier 
classifier, which are more weighted. However, some learning 
algorithms, such as SVMs, do not allow training using 
weighted samples. In this case, sampling with replacement 
can be used. Samples that are incorrectly predicted by 
previous classifiers in the series are chosen more often than 
samples that were correctly predicted. The AdaBoost 
algorithm using basic SVM classifier is shown in Figure 3. 

VI. EXPERIMENTAL RESULTS

Two data sets, the Cleveland heart disease database 
(CHDD) provided by Robert Detrano, and the breast cancer 
database (BCD) donated by Olvi Mangasarian in UCI 
machine learning datasets, are used. 10-fold cross validation 
is applied for obtaining the average performance. 

The CHDD has total 303 records, among which 297 
records have no absent attributes. Only 13 attributes are used. 
The status of heart disease has two categories: presence (1, 2, 
3, 4) and absence (0) [13]. The attributes with continuous 

Fig. 2.  SVM ensemble scheme 

Input: training set S of size N , class predictor tCP , interger T  (number of iteration) 
Set the probability of picking each sample to be 1/ N
For t  = 1 to T

Training set tS  is obtained by using updated probabilities and sampling with replacement 
Training SVM classifier tCP  with training set tS

Let t  be the sum of the probability of the misclassified instances for the currently trained classifier  

1 /t t t                                                                       (13)

Multiply the probabilities of incorrectly classified instances by the factor t  and then renormalize them. 
End 

Output: *
1
log

t

T

t CPt
C x sign O                                                              (14)

Fig. 3.  The AdaBoost algorithm 
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values are discretized by using the method of equal width 
interval before attribute reduction. The exhaustive optimal 
feature subsets, i.e., 9 partially overlapped input subspaces of 
8 dimensions are obtained by using the search algorithm of 
optimal feature subsets. 

The criterion of selecting SVM sub-classifiers is that the 
testing performance of SVM sub-classifier should be better 
than that of SVM trained by using all the attributes in the 
original input space (Table I: Single SVM). The experiment 
shows that the performance of some SVM sub-classifiers is 
better than that of the single SVM classifier. Therefore, these 
SVM sub-classifiers are selected to construct an SVM 
ensemble classifier. Compared with that of several other 
methods, the performance of proposed method is also 
satisfactory, which provides another optional approach to 
improve the classification accuracy. 

Another data set used is the breast cancer database [14]. 
The database has total 699 records, among which 16 
instances have incomplete attributes. All the nine attributes 
are discrete. Eighteen optimal feature subsets of 4 
dimensions are obtained. The SVM sub-classifiers with 
better performance are used to create a SVM ensemble 
classifier. The comparison of performance among several 
SVM methods is given in Table II. The proposed method has 
a little better performance than the other SVM classifiers 
evaluated. 

VII. CONCLUSIONS

The ensemble method based on SVMs is proposed in this 
paper. The strategy of partitioning the original input space 
into several input subspaces usually works for improving the 

performance. The method of rough sets based attribute 
reduction allows the input subspaces partially overlapped. 
These input subspaces can offer complementary information 
about hidden data patterns. Each sub-classifier is learned 
corresponding to the input subspace. Those SVM 
sub-classifiers with good performance are selected and 
combined to construct an ensemble classifier. 

The proposed method is applied to decision-making of 
medical diagnosis. The experimental results demonstrate that 
our proposed approach can make full use of the information 
contained in data and improve the decision-making 
performance. When a basic classifier with the problem of 
curse of dimensionality is used, the proposed method can 
reduce the space dimensionality and overcome the problem. 
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TABLE I
COMPARISON OF SEVERAL SVM CLASSIFIERS (%) 

Classifier Training accuracy Testing accuracy 
Single 86.50 82.47 
MSDM 88.33 83.50 
Bagging 87.50 83.50 
Boosting 88.00 82.47 
Our method 90.50 83.91 

TABLE II
COMPARISON OF DIFFERENT SVM CLASSIFIERS (%) 

Classifier Training accuracy Testing accuracy 
Single 86.50 82.47 
MSDM 88.33 83.50 
Bagging 87.50 83.50 
Boosting 88.00 82.47 
Our method 90.50 83.91 
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