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Direct Adaptive Control Using Self Recurrent Wavelet Neural
Network Via Adaptive Learning Rates for Stable Path Tracking of
Mobile Robots

Sung Jin Yoo, Jin Bae Park, and Yoon Ho Choi

Abstract— This paper proposes a direct adaptive control
method for stable path tracking of mobile robots using self
recurrent wavelet neural network (SRWNN). As the pro-
posed SRWNN is a modified model of the wavelet neural
network (WNN), the SRWNN includes the basic ability of
the WNN such as fast convergence. Besides the SRWNN
has a property, unlike the WNN, that the SRWNN can
store the past information of the network because a mother
wavelet layer of the SRWNN is composed of self-feedback
neurons. Accordingly, the SRWNN can easily cope with the
unexpected change of the system. For the control problem,
two SRWNNs are used as each direct adaptive controller for
generating two control inputs, the translational and rotational
displacement of the mobile robot. Specially, the gradient-
descent method with adaptive learning rates (ALRs) is applied
to train the parameters of the SRWNN controllers. The ALRs
are derived from the discrete Lyapunov stability theorem out
of consideration for the model of mobile robots, which are
used to guarantee the stable path tracking of mobile robots.
Finally, through computer simulations, we demonstrate the
effectiveness and stability of the proposed controller.

I. INTRODUCTION

In recent years, mobile robots have been used as the
applications of many areas, such as room cleaning, disabled
people assistance, and factory automation. These applica-
tions require mobile robots to have the ability to track
stably the path. Thus, the stable path tracking control of
mobile robots is a fundamentally important issue and has
been studied by many researchers [1]-[7].

In the meanwhile, neural network (NN) has been used
as a good tool to control an autonomous mobile robot
[1], [2] because no mathematical models are needed and it
can easily be applied to nonlinear and linear systems. But,
NN have some drawbacks, which come from their inherent
characteristics, such as slow convergence, settlement of
local minima. To solve these defects, recently wavelet
neural network (WNN), which absorbs the advantages of
high resolution of wavelets and learning of NN, has been
proposed to guarantee the fast convergence and is used for
the identification and control of nonlinear systems [8]-[13].
However, the WNN does not require prior knowledge about
the plant to be controlled due to its feedforward structure.
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Therefore, the WNN cannot adapt rapidly under the circum-
stances, such as the operation environment of mobile robots,
to change frequently the operating conditions and dynamics’
parameters. To overcome these problems, we propose the
self recurrent wavelet neural network (SRWNN), which is
a modified the WNN. Since the SRWNN has a mother
wavelet layer composed of self-feedback neurons, it can
capture the past information of the network and adapt
rapidly to sudden changes of the control environment. Due
to these properties, the structure of SRWNN can be simpler
than that of the WNN.

The training method of the network structure has usually
used the back-propagation (BP) or gradient-descent (GD)
method [10]-[15]. But since the BP method has a problem
that the optimal learning rates cannot easily be found, the
adaptive learning rates (ALRs), which can adapt rapidly the
change of the plant, have been researched. The ALRs have
usually been derived from the Lyapunov stability theorem
and applied to the various networks such as the diagonal
recurrent neural network [15], the recurrent fuzzy neural
network [11], and the wavelet neural network [12]. But
these works applied the ALRs only to the single-input
single-output system. If the ALRs are applied to the multi-
input multi-output system, they must be induced considering
the relation between input and output of the plant. Specially,
in case that the number of inputs and outputs of the plant
are different, it is not easy to derive the ALR theorems.
Accordingly, we propose the design method of the SRWNN
based direct adaptive controller for the stable path tracking
of the mobile robot, which has two inputs and three outputs,
and develop the ALR theorems, which are suitable for
the SRWNN tracking controller. Two SRWNNs are used
as each controller in our control scheme for generating
two control inputs that are the translational and rotational
displacement of the mobile robot. The SRWNN controllers
are trained by the GD method using the ALRs. The ALRs
are derived in the sense of discrete Lyapunov stability
analysis, which are used to guarantee the convergence of
the SRWNN controllers in the proposed control system.

II. SELF RECURRENT WAVELET NEURAL NETWORK

A schematic diagram of the SRWNN structure is shown
in Fig. 1, which has N; inputs, one output, and N; X N,,
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The layer 1 is an input layer. This layer accepts the input
variables and transmits the accepted inputs to the next layer
directly.

The layer 2 is a mother wavelet layer. Each node of this
layer has a mother wavelet and a self-feedback loop. In this
paper, we select the first derivative of a Gaussian function,
¢(x) = —xexp(—3x%) as a mother wavelet function. A
wavelet ¢ of each node is derived from its mother wavelet

¢ as follows:
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where, mj; and dj are the translation factor and the
dilation factor of the wavelets, respectively. The subscript jk
indicates the k-th input term of the j-th wavelet. In addition,
the inputs of this layer for discrete time n can be denoted
by

uje(n) =xi(n) + Pj(n—1)- o, ()

where, aj; denotes the weight of the self-feedback loop.
The input of this layer contains the memory term ¢j(n—1),
which can store the past information of the network. That
is, the current dynamics of the system is conserved for the
next sample step. Thus, even if the SRWNN has less mother
wavelets than the WNN, the SRWNN can attract well the
system with complex dynamics. Here, o is a factor to
represent the rate of information storage. These aspects are
the apparent dissimilar point between the WNN and the
SRWNN. And also, the SRWNN is a generalization system
of the WNN because the SRWNN structure is the same as
the WNN structure when ogj; = 0.

The layer 3 is a product layer. The nodes in this layer

The SRWNN structure

Fig. 1.

are given by the product of the mother wavelets as follows:

Ni
®;(x) = kH(b(ij)
=1

=11 [—ijexp (—2zjk>} . (3)
k=1

The layer 4 is an output layer. The node output is a linear
combination of consequences obtained from the output of
the layer 3. In addition, the output node accepts directly
input values from the input layer. Therefore, the SRWNN
output y(n) is composed by self recurrent wavelets and
parameters as follows:

Ny N;
() =3 wi®;(x) + 3 aw, @)
j=1 k=1
where, w; is the connection weight between product nodes
and output nodes, and a; is the connection weight between
the input nodes and the output node. By using the direct
term, the SRWNN has a number of advantages such as a
direct linear feedthrough network, including initialization
of network parameters based on process knowledge and
enhanced extrapolation outside of examples the learning
data sets [16].
The weighting vector W of SRWNN is represented by

wil”, )
where, the initial values of tuning parameters ay, m i, dj,
and w; are given randomly in the range of [-1 1] but d > 0.

And also, the initial values of o are given by 0. That is,
there are no feedback units initially.

W = [ax mj djp Ok

III. CONTROL DESIGN FOR PATH TRACKING OF
MOBILE ROBOTS

A. The mobile robot model

The model of mobile robots used in this paper has two
opposed drive wheels, mounted on the left and right sides
of the robot, and a caster. In this model, the location of the
mobile robot is represented by three states: the coordinates
(x¢,yc) of the midpoint between the two driving wheels and
the orientation angle 6. The motion dynamics of the mobile
robot in a global coordinate frame can then be expressed as
follows [17]:

xc(n+1) xc(n)
Ye(n+1) | = | ye(n) +M(n), (6)
0(n+1) 0(n)

where,

M(n)= | 0od(n)sin(68(n)+066(n

56(n)

~
~

\]
~—

)

od = @, and 60 = @ are used as control inputs.
Here, dr and d; denote the distances, traveled by the right
and the left wheel respectively. Also, b is the distance
between the wheels.
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B. SRWNN controller

In this subsection, we design the SRWNN based direct
adaptive control system for path tracking of the mobile
robot. Since the kinematics of the mobile robot given in
(6) consists of two inputs and three outputs, two SRWNN
controllers must be used for generating each control input
0d and 66. The overall controller architecture based on
direct adaptive control scheme is shown in Fig. 2. In
this architecture, SRWNNC1 and SRWNNC2 denote two
SRWNN controllers for controlling the control input &d
and 86, respectively. And in order to consider the accurate
position of the mobile robot in global coordinate frame,
the sum of the squared past errors }/ et(n—1)+e3(n—1)
is used as the input of the controllers. The past control
signal 8d(n—1) and the sum of the squared past errors
\/e% (n—1)+e3(n—1) are fed into the SRWNNC1 so that
the current control input 6d(n) is generated. And also,
50(n—1), \/e%(n— 1)+e3(n—1) and e3(n—1) are used as
the input of SRWNNC2 for generating the current control

signal 060 (n). Accordingly, two cost functions must be
defined to select optimal control signals.

C. Training algorithm

Let us define two cost functions as

1 1

(n) = 5eH(m) + 363 (n). ®)
1

h(n) = 5€3(n), ©)

where, ej(n) = x,(n) — x.(n), e2(n) = y,(n) —yc(n), and
e3(n) = 6,(n) — 6(n). Here, x,(n), y,(n), and 6,(n) denote
the current states of the mobile robot for the reference
trajectory.

By using the GD method, the weight values of SR-
WNNCI1 and SRWNNC?2 are adjusted so that cost functions
are minimized after a given number of training cycles. The
GD method for each cost functions may be defined as

_ dia(n) )
Wran) ) (10)

W]Q(l’l—l- 1) = W]g(l’l) +AW1’2(}1)

=Wia(n)+ 1o <
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Fig. 2. The proposed control structure for the mobile robot

where, W;, denote each weighting vectors of
the SRWNNC1 and SRWNNC2, respectively.
M2 = diag[nla,2> n?}zv Thdg, nffZa 71{”2] are

learning rtate matrices for the weights of SRWNNCI
and SRWNNC2. The gradient of cost functions J; and
Jo» with respect to weighting vectors W; and W, of the
controllers, respectively, are

aJi(n) — —er(n) dx.(n) —ex(n) dy.(n)
awi(n) " ow(n) 2V awi(n)
—_lei(n) dxc(n) er(n) dyc(n)| duy(n)
B 9ur(n) T ui(n) | Wi (n)
(11)
dJz(n) — o) d20(n)
oWa(n) N OWa(n)
B d0(n) dux(n)
=—es(n) dur(n) IWs(n)’ (12)
where, uj(n) = 6d(n) and wup(n) = 660(n). And
dxc(n)/dui(n), dy.(n)/dui(n), and 90(n)/Jduz(n)

denote the system sensitivity. They can be computed from
(6). And also, the components of the Jacobian of control
inputs u#; and wup with respect to each weighting vector
Wi, are computed by (4) as follows:

aulg(l’l) o
m = X1,2k> (13)
duia(n) _ wiaj 9P12j(x) (14)
dmy 2jk(n) dioje 9712k
duip(n) _ wigj  9Pii(x) as)
dd »ji(n) diop " 9zap
8u1 z(n) Wi 2j 8®l_zj(x)
2 WA n— 1) 2 16
o 2jk(n) dlgjkd)l’%k(n ) 9212k (16)
81/[1,2(71) o )
m —q)l,Zj(X)v )
where,
0D, .
871’2/ = ¢(212j1)0(212j2) - 9 (z12j4) - 0 (212j8),
21,2jk
. 0 ; 1
¢ (z12jx) = 82122;,( = (Z%,ij - 1)CXP(—§Z%,2jk)-

IV. STABILITY ANALYSIS VIA ALRS

In this section, we analyze the stability of the proposed
controller for stable path tracking of mobile robots. Though
the cost function of each controller is designed differently,
one Lyapunov function for analyzing the stability of the
unified control system is defined out of consideration for
two control inputs. The convergence of the SRWNNCI1 and
SRWNNC?2 trained by GD method is related to select the
appropriate learning rates. But, in the GD method using the
static learning rates, it is difficult to choose optimal learning
rates because appropriate learning rates are usually selected
by trial and error. To solve this problem, we develop some
convergence theorems for selecting appropriate learning
rates adaptively.
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Let us define a discrete Lyapunov function as
1<,
=5 > ¢;(n)
24 4

where, e;(n), ex(n), and e3(n) are the control errors. The
change in the Lyapunov function is obtained by

AV(n)=V(n+1)—V(n)
3

= % 2 [e%(n—&- 1)

¢=1
Three error differences can be represented by [15]

Aej(n) =ej(n+1)—ei(n)
[dei(n)]"
L OW|(n
ex(n+ l
(?eg(n
Wi(n) ]

(18)

—e%(n)]. (19)

Q

AW{(n), (20)

AEQ(}’Z) = — ez(n)
T .
AW{(n),

\-/\_/\_/

Q

2n

Aes(n) = e(
[ des(n

LoW;(n)

where, W/ (n) and WJ(n) are an arbitrary component of the
weighting vectors W;(n) and Wa(n), respectively. And the
corresponding changes of them are denoted by AW/ (n) and
AWJ(n). Using (10)~(12), AW; and AW, are obtained by

1) —es(n)
)1 i

Q

(22)

i) =05
1 (23)
AW; (n) = njes(n) 96(n) duz(n) o,

dua(n) OWi(n)’

where n{ and né' are an arbitrary diagonal element of
the learning rate matrices 7); and 7, corresponding to the
weight component W/ (n) and Wj(n), respectively.

Theorem 1: Let 7_112:[7711,2 nfz n13,2 nf,z 7715,2]:
i, ni ni, n¢ ‘> N}’,] be the learning rates for the
welghts of SRWNNC1 and SRWNNC2 respectively, and
define Ci 2 nax as

C1,2.max: [Cll.Z,max C%,Z.max C%,Z,max C12max Ci2,max]T
= [max aum(n) max 781“’2( ") ‘
" daj »(n) " dmy »(n)
8u1.2(n) ‘ 8u12 I’l) ’
maxy,
8d1 2(1’1) 8061 2(11)
max. 8u12(n) 1
" 8w12(n) ’

where || - || represents the Euclidean norm. Then, the

asymptotic convergence of SRWNNCI1 and SRWNNC2 is

guaranteed if 1 o are chosen to satisfy
0< 771 < 2/[(52 +S2)( 1 max)z]v

0< 772 < 2/[(S9C2,max) ]a

(25)
(26)

where i = 1,...5, Sy = dxc(n)/dui(n), Sy = dy.(n)/dui(n),
and Sg = 00(n)/duz(n).
Proof: See the Appendix A. |

Corollary 1: From conditions of Theorem 1, the maxi-
mum learning rates which guarantee the convergence are

M =183 +S9)(Clna)]s @7)
:1/[(S9C2max) ] (28)
Proof: p and ¥ can represent as follows:
1
p Z _E( lmax) (S2+Sz)
2
! F— (29)
T LSS ) A
2
1 42 . 1 1
>——(C S ——— —. (30
Y= 2( Lmax) 0 <n2 (ClZ,mux)z‘S%> + 25% (30)

From (29) and (30), we obtain the maximum learning rates
which guarantee the convergence (see (27) and (28)). This
completes the proof. |

Theorem 2: Let n{ and ng be the learning rates for
the input direct weights of SRWNNC1 and SRWNNC2
respectively. The asymptotic convergence of SRWNNCI1
and SRWNNC2 is guaranteed if the learning rates 7{' and
Ny satisfy:

0< Tlfl < 2/[(S)2( +S§)N1i|xlmax|2]7
0<ny < 2/[529N2i 2max ],

(31
(32)
where, Nj; and N,; denote the input number of SRWNNCI1

and SRWNNC2, respectively. x1qy and x2,,,, are the max-
imum value of each controller’s input, respectively.

Proof:
duy (n)
Cln) = =X
1 (l’l) aal (I’l) )
where X =[x x12 xLN”]T is the input vector of

SRWNNCI. Then, we have ||C](n)|| < v/Nii|X1 max|- And
also, C3(n) can be determined by the same method as C} (n).
Therefore, from Theorem 1 , we obtain (31) and (32). W
Theorem 3: Let nl o nl 2 and nl"‘2 be the learning rates
of the translation, dilation and self-feedback weights for
SRWNNCI1 and SRWNNC?2, respectively. The asymptotic
convergence is guaranteed if the learning rates satisfy:

O< m7 OC<—

T = (2 2NNy

|d1min| >
. ’ 33
|:|Wl7max|2exp(_0'5) ’ &9

> min| 2
0<ny,ng < [ 42 ] , (34
TS 2Ny Mot [ W2 e 20xp(—0.5)
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dl min| 2
0<nd < { d1, , (35
= (25 SNt [ W1 e 26xp(0.5)
0<nf < { 2. r (36)
2 S%Nszzi |W2,max‘2exp(0'5) 7

where, Ny, and Ny, are the number of nodes in the product
layer of SRWNNCI and SRWNNC2, respectively.
Proof: See the Appendix B. |
Theorem 4: Let 1" and 1}’ be the learning rates for the
weight w; of SRWNNCI and the weight wy of SRWNNC?2,
respectively. Then, the asymptotic convergence is guaran-
teed if the learning rates satisfy:

0<ny <2/[(S;+S3)Niw),
0< My <2/(SgNaw).-

Proof:

where @ = [®@;; P, <I>17NW]T is the output vector
of the product layer of SRWNNCI. Then, since we have
@, ; <1 for all j, ||C}(n)| < +/Niy. And also, C5(n) can
be determined by the same method as C3 (n). Accordingly,
from Theorem 1, we find that 0 < 1}’ < 2/((S§+S§)N1W)
and 0 < nY < 2/(S3Nay). [ ]

Remark 1: From Corollary 1, the maximum learning
rates of the SRWNNC1 and SRWNNC?2 can be defined by
using Theorems 2, 3, and 4.

V. SIMULATION RESULTS

To visualize the validity of the proposed SRWNN con-
trollers based on direct adaptive control scheme, we present
simulation results for the stable path tracking of the mobile
robot. The design parameters of our control system are
chosen as b =60, N;,, =N, =1, Ni; =2, and N»; =3 in all
simulations. That is, the structures of the SRWNNCI1 and
SRWNNC?2 are designed very simply. The ALRs defined
in Remark 1 are used for training the SRWNNCI1 and
SRWNNC?2. The sampling time is 0.01 s. To evaluate the
performance of the controller, we define the cost and the
mean cost as follows:

Cost(n) = ei(n) + €3(n) + €3(n),
(A 2 2
Mean cost = T Y lei(n) +e3(n) +e3(n)],
n=1

where, T is the total number of samples.

To examine the tracking performance for both the straight
line and curved line, the reference trajectory is generated by
the following control inputs:

uy =20 cm/s, up=0rad/s (0<1<3),
ur=30cm/s, wy=1rad/s (5<t<10),

ur =30 cm/s, up=—1rad/s (10<t<15),
ur =20 cm/s, up=0rad/s (15<r<20).

Mean cost t: 0.0009

vvvvvvvvv

Fig. 3. (a) Tracking result for the mixed line (b) Tracking cost for the
mixed line
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Fig. 4. The ALRs for the mixed line (a) SRWNNCI1 (b) SRWNNC2

The departure posture of the mixed line is (5,5,7/8) and
this trajectory has the variation of both the translational
and rotational velocities. Fig. 3(a) presents the tracking
control result using the proposed control system. The cost,
as shown in Fig. 3(b), converges rapidly to almost zero after
t =35, 10, and 15 s because the SRWNN controllers adapt
to the reference trajectory varying every five seconds. The
ALRs for training SRWNNCI1 and SRWNNC?2 are shown in
Figs. 4(a) and 4(b), respectively. Note that the new optimal
learning rates are found rapidly by the ALRs algorithms in
the instant of changing both the translational and rotational
velocities of the reference trajectory. Since the translational
velocity for generating the reference trajectory is held at
t = 10 s, the ALRs for training the SRWNNCI1 do not
vary at t = 10 s, see Fig. 4(a). But the ALRs for learning
the SRWNNC2 vary at t = 5, 10, and 15 s because the
rotational velocity for generating the reference trajectory
varies every five seconds, see Fig. 4(b). These results
are caused since the SRWNNCI1 and the SRWNNC2 are
designed for controlling the x-y position and the angle of a
mobile robot, respectively. Through all simulation results,
note that SRWNNC1 and SRWNNC2 using the ALRs can
adapt stably to the variation of the complex path.

VI. CONCLUDING REMARKS

A SRWNN-based adaptive direct control scheme has
been proposed for the stable path tracking of mobile robots.
In the control scheme, two SRWNN controllers have been
designed for generating the control inputs, the translational
and rotational displacement of the mobile robot. Two SR-
WNN controllers have been trained by the GD method
with the ALRS. Since the SRWNN has the ability to
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store the past information of the network, it can adapt
rapidly to the dynamic environment of mobile robots. By
using the discrete Lyapunov theorem, the stability for the
whole control scheme has been carried out and the ALRs
have been also established for the stable path tracking of
the mobile robot. Simulation results have shown that the
proposed control system has an on-line adapting ability for
controlling the mobile robot though the desired trajectories
are complex.

APPENDIX
A. The proof of Theorem 1

From (18), V(n) > 0. Using (19) ~
the Lyapunov function is

ZAEg |: )+1Aeg( ):|
duy (n)
IWi(n)

Juy(n) ||°
oW (n)
aug(}’l)

IW;(n) ‘

9u2(n)
11— En iS5 Wi(n)

1(n)Sx +ea(n ) )P —

(24), the change in

= —(e1(n)Sx+e2(n)Sy) | mi

177(52+52)n

—e3(n)Sg (5

1

=—(e ()7,

where,

8u1(n)

2
(n) <1(52+52)n1( 1max)2> .37
(91/[2(11)

1 . .
1= —n! 2 (i 2 ]

If p >0 and y > 0 are satisfied, AV (n) < 0. Thus, the
asymptotic convergence of the proposed control system is
guaranteed. Here, we obtain (25) and (26). This completes
the proof. B

Pm

y>nh (38)

B. The proof of Theorem 3

In order to prove Theorem 3, the following lemmas are
used.

Lemma 1: Let f(t) = rexp(
R.

Lemma 2: Let g(t) = t>exp(—t
R.
1) The learning rate 1n{" of the translation weight m;:

Ny aq) .
i) = ZW"’( amlij>
le Nll
_ EWIJ zm <8¢ (z1jx) 921, /k>

(921 Jjk 8m1

—12). Then |f(¢)| < 1,Vf €

2). Then |g(t)] < 1,Vg €

(39)

Ny Ny

< 2w X max (26Xp(_0'5) <_;1>)

j=1 k=1

(40)

According to Lemma 2,

1, 1 1, 1
(3x2)ool-ams) <1

Thus, (39) is obviously smaller than (40). Then, we have

W —2exp(—0.5
il < 3w (‘“))

dl,min
2exp(—0.5
<y le\/Nlt|Wl max‘ Cl;l( )‘
min

And also, C3(n), C3(n), C5(n), C{(n), and C;(n) can be
determined by the same method as C?(n). Accordingly,
from Theorem 1, we can find (33), (34), (35), and (36).
]
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