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Optimal Sensor Network Design Using the Minimally Backed-off
Operating Point Notion of Profit

Jui-Kun Peng and Donald J. Chmielewski

Abstract— We have recently proposed a new formulation of
the optimal sensor selection problem for closed-loop partial
state information dynamic systems. Although this formulation
(a mixed integer convex program) yields to a globally optimal
search scheme, the only economic information used is with
regard to the capital cost of the sensors. Additionally, we
have recently proposed a new stochastic based formulation of
the minimally backed-off operating point (MBOP) selection
problem. Although this formulation has strong profit based
notions (due to its close relations to model predictive control
and real-time optimization) and yields to a globally optimal
search scheme (due to its convex/reverse-convex form), it
assumes a fixed sensor array. Thus, the goal of this work is
to combine the two formulations and arrive at a value based
sensor network design scheme. In addition to utilizing the
capital cost of the sensors, this formulation will incorporate the
impact of the sensor network on the feasible set of backed-off
operating points and thus the operational profit of the process.
We will further show that this new formulation can be cast
into a convex/reverse-convex form, and is thus readily solved
globally via a branch and bound procedure. The proposed
method is then illustrated through a CSTR example.

I. INTRODUCTION

The subject of hardware selection has been of interest for
some time (see [1], [2], [3] or [4] for extensive reviews on
the subject). Clearly, this great interest, by a wide variety
of authors, stems from the eventual realization that in spite
of a high quality compensating element (i.e., the feedback
law) the ultimate limitation on closed-loop performance will
be dictated by the quality of hardware elements. Given a
set of desired closed-loop performance goals, the typical
economic based sensor network design problem ([5], [6],
[7], [8]) is to determine the Minimum Capital Cost (MCC)
network capable of meeting the pre-specified performance
bounds. To date, all existing Sensor Network Design (SND)
schemes that include economics are of this class or are
equivalent to it. Unfortunately, the required selection of
performance bounds is frequently a difficult task. That
is, from a financial perspective, the process engineer can
only state the cost of an up-grade but may have trouble
quantifying the profit that will result from it. Thus, the goal
of this work is to define a control system focused SND
scheme that simultaneously incorporates the notion profit.

Without the notion of profit, the MCC-SND problem for
closed-loop systems is formulated as follows: Measured but
noisy outputs are used by a Kalman filter to generate an
estimate of the true system state. This estimate is then
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used by the controller to coerce the various performance
outputs into being close to zero (in deviation variables).
Thus, the goal is to achieve small standard deviations
for the state and manipulated variables. To capture this
notion one should define a set of performance inequalities:
agi < z? and aﬁi < @?, where Z; and @; are the maximum
acceptable standard deviations for the individual state and
manipulated variables, respectively. The trade-off concept of
this formulation is that while the addition of a sensor will
increase the system’s capital cost it will also increase the
controller’s ability to satisfy the performance inequalities.
Details of this formulation can be found in [7] and [8]. The
main result is to convert the originally found MINLP into a
Mixed Integer Convex Program (MICP) from which global
solutions can be obtained.

In recent decades, Model Predictive Control (MPC) has
become a major vehicle for increasing process profitability,
and thus will play a major role our new profit based
problem formulation. It has long been recognized that the
primary advantage of implementing MPC is the ability to
move the steady-state operating point closer to operational
constraints, which typically harbor the greatest amount
of profit. Unfortunately, operation at the Optimal Steady-
State Operating Point (OSSOP) is precluded due to the
likelihood of constraint violations in the face of expected
disturbances. Thus, the notion of a Backed-off Operating
Point (BOP) was introduced by Narraway et. al., [9], to
allow for disturbance induced variations while preserving
much of the economic advantage of the OSSOP. These
notions are illustrated in figure 1, where the conservative
operating point is desirable from a constraint observance
perspective. Using the notion of an Expected Dynamic
Operating Region (EDOR), the BOP is selected to balance
economic and constraint observance objectives. (The key
aspect is to ensure the EDOR does not extend beyond the
constraint polytope.) Zooming in on the OSSOP, figure 2
illustrates the impact of tuning parameters on the selection
of the BOP. In particular, it is shown that controller design
changes can result in modifications of the size and shape of
the EDOR. Thus, it is proposed that appropriate controller
design will allow the BOP to be moved closer to the OSSOP.
By defining a simultaneous controller and BOP selection
problem we arrive at the notion of a Minimally Backed-off
Operating Point (MBOP) selection problem.

As stated above, Narraway et. al., [9], first advocated the
notion of a BOP. Stochastic versions of the problem were
presented in Loeblein and Perkins, [10], van Hessem et. al.,
[11], Chmielewski and Manthanwar, [12] and Peng et. al.,
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Fig. 2. Impact of controller tuning on the EDOR.

[13]. These define the EDOR based upon the covariance
ellipsoid generated by a given confidence interval.

Our new formulation aims to combine the capital cost
aspects of the sensor selection problem, [8], with the profit
based notions of the MBOP selection problem [13]. Starting
from the MBOP problem, it is clear that the addition of
sensors (i.e., better information to the controller) will allow
for reduced back-off, and thus increased profit. Thus, the
trade-off question is: When does the cost of adding sensors
surpass the expected increase in profit? The computational
challenge associated with combining these two problems
is to coordinate between the integer constraints of sensor
selection and the reverse-convex constraints of MBOP se-

lection. To overcome this issue we will develop a reverse-
convex constrained version of the sensor selection problem
(i.e., replacing the integer constraints). This will allow for
a single branch and bound procedure to solve for the best

sensor network while simultaneously finding the MBOP
corresponding to that network.
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II. PROBLEM FORMULATION
A. Steady-State Optimization

Similar to the MBOP selection problem, our new for-
mulation starts by assuming the existence of a steady-state
economic optimizer which operates on a nonlinear dynamic
system $§ = f(s,m,p), where s is the state, m is the
manipulated input and p is the disturbance. The steady-state
optimizer will employ a nonlinear objective along with a set
linear inequality constraints of the form d.,in, < q¢ < dpnass

where ¢ = D,;s + Dyu + D,p. Thus, the steady-state
optimization problem is stated as

min (s, m, p) (1)

st. 0= f(s,m,p)
q= Dzs+ Dyu+ Dy,p
dnw'n S q S dmaz

where p is the measured/expected value of the disturbance
and g(s, m,p) is an annualized profit function in the sense
that it has units of $/yr. The solution to problem 1, the
OSSOP, is denoted as s* and m™*. Next we assume that
the actual operation of the plant will occur near the point
(s*,m*,p) and develop a linearized dynamic model; § =
A5 + Bm + Gp where (§,m,p) are deviation variables
with respect to (s*,m*,p) and A, B and G are partial
derivatives of f(s,m,p) evaluated at (s*,m*,p). If we
assume p to be equal to p (i.e., p = 0) then the following
equality limits the set of available BOPs: 0 = ASss+ Bis.
A similar development with respect to the constraints
yields the following additional limitation of available BOPs:
dm,in § gss §~ dm,ar where dmzn = dmzn - DmS* -
D,m* — prs dmaz = Admaz — Dzs™ — Dym™ — pr and
Zss = DyzSss + Dmgs. Since dynamic operation will occur

around the point (S, Mss, D), We define new deviation
variables and constraints

i = Az + Bu + Gw,
z=D,x+ Dyu+ Dyw,

Amin — Zss < 2 < dmaw — Zss

where £ = s—s* —Sg5, u =m—m*—mgs and w =p—p

B. Sensor Placement

Given a measurement equation y = C'x + v along with

a stochastic framework (w and v being Gaussian white
processes with zero mean and covariance Y, and X,
respectively), a Kalman filter can be used to generate an
estimate, 2, of the true state, x. If we assume that each of
the measurement noise terms is independent of the others,
then ¥, will be diagonal and ;! can be readily defined as
diag{;/52 } where 2 is the actual variance of sensor i
and (3; is a decision variable indicating the presence/absence
of sensor 7. This definition of Y, indicates our method of
removing sensors. For example, if 5; — 0, then the ith
element of X, will become large, indicating that the i*"
sensor is extremely noisy. In this case, the optimality aspect



of the Kalman filter will force it to ignore this noisy sensor
and make it appear to be absent. Note that this removal of
a sensor is achieved without changing the value or structure
of the matrix C.

A direct extension of our previous sensor selection for-
mulation ([8]) would result in a mixed integer convex
program, due to the integer aspects of [3;. However, as
discussed in section I, this integer formulation does not
combine well with the reverse-convex aspects of the MBOP
selection problem. Thus, we propose the following method
of converting the integer constraints to reverse-convex in-
equalities. We start by defining a scalar function h : £ — R:

h(z) = { ot

mix + bl

if z<uxg
if x> xp

where mg = yo/x0, m1 = (1 —yo)/(1 — ) and by =
(yo — z0)/(1 — xg). Selecting 29 = 0.85 and yo = 0.1
yields a function A as in figure 3 (in the example to follow
we used 2o = 0.9999 and yo = 0.0001). Next we introduce
a new set of variables 3. and 3, (each with elements 3. ;
and (3, ;). These will serve to split 3 into a cost aspect, 3,
and a precision aspect, 3,. That is, 3. ; will appear in the
objective function to reflect the capital cost of sensor ¢ and
Bp,i will appear in the ¥ function to reflect the precision
of sensor ¢. The two (3’s are then connected by the inequality
Bp.i < h(Be,:) (see figure 3). This reverse-convex inequality
mimics the integer constraint by only allowing the precision
aspect to be large (i.e., 8, ; > yo) if the cost aspect is also
large (i.e., if B.; > xo).
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Fig. 3. Reverse-convex function replacing integer variables.

C. Covariance Analysis

Returning to the partial state information control problem,
we apply a linear feedback of the form v = Lz to the linear
dynamic system described above. Then ,the steady-state co-
variance of the signal z is given by ¥, = (D,+D,L)(X,—
%) (De+D, L)' +D, Y. DI +D,>, DI where 3, and %,
are the positive semi-definite solutions to AX, + 3, AT +
BL(Z,; — ) + (8, — Z)LT"BT + G%,GT = 0 and
AY, + B AT — .CTE7I0%8, + GX,GT = 0. (Please

see [8] for the details of the above derivations.) Since
the variance of the i*" output (denoted (;) is found as
the i*" diagonal of X., we define ¢; as the i*" row of
an appropriately sized identity matrix, and conclude that
¢ = ¢;X.¢F. Contrasting this with the point-wise in time
constraints of section I.A:

dmin,i - 2ss,i S Zz(t) S dmaa:,i - Zss,i

we propose the following inequality constraints: (; <
(255, — Amaz.i)? and < (Zss.i — dpmin.i)?. These reverse-
convex constraints serve to ensure that the single standard
deviation ellipse defined by ., (and centered at g), will be

contained in the box defined by (dimin, dmaz)-

D. Simultaneous Formulation

Using the above developments, the simultaneous sensor
and MBOP selection problem is now formulated as:

Comin A B+ diyrives +dL e )
SssyMssy Zssy
Gy Be, Bps Xy 2 0
220,320
S.t.
0 = ASs + Bing
Zes = Dafas+ Dumss, dmin < Zes < dmaz
G < (Fssi— dming)?, i=1l.n,
G < (Zssi— d~max,i)2, i=1..n,
0 < B.i<1l, 0<p,;<1 i=1l.ng
Bpi < h(Bei) i=1.ng
b = diag{B,i/a7}
G = ¢i[(Dy+ DyL)(Zs — Z)(Dy + D,L)T
+D,5.DF + DS, D) ¢s, i=1..m,
0 = A%, +x, AT +Gx,GT
+BL(Z, — %) + (2, — ) LT BT
0 = AS, +3.47 —-x.07% 0%, + G, GT

where ds and d,, represent partial derivatives of g(s, m,p)
with respect to s and m evaluated at the point s*, m* and
p. Additionally, d. is a vector indicating the annualized
cost associated with each selecting sensor. This annualized
cost includes purchase, installation, maintenance and
replacement costs (replacements being at periods equal to
the average lifespan of the sensor).

Theorem 1 3 stabilizing L, ¥, > 0, ¥, > 0 and (;
st. AY, + 3, AT + BL(X, — %) + (3, — Ze) LT BT +
Gx,GT =0, AZG+ECAT—ZeCTZglCEE+GZwGT =
0, Cz' = ¢7ﬁ[(Dw+DuL)(Ex_Ee)(D:c+DuL)T+DerD$+
DyYuwDylor, i=1.n, and ¢; < 22, i i

and only if 3Y, X >0, W > 0, and (; s.t.
(AX + BY) + (AX + BY)" + G=,G" <0
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~WA-ATW +CTE;C (%) =0
GW vt
Ci - ¢)ti2ng¢; (*) (*)
(DX +D,Y)'¢l X (x) | >0
DT T I W
i=1.n, (< Z? i=1..n,. [ |

The proof of this theorem is a simple extension of a
theorem presented in [8]. Using this theorem we can exactly
convert a portion of the nonlinear constraints of problem 2
(namely the last 3) into a Linear Matrix Inequality (LMI)
form. (For details concerning the computational aspects of
LMI constrained problems please see [14] or [15]). The
end result is a linear objective problem possessing a set
of convex constraints along with a set of reverse-convex
constraints. Details concerning a branch and bound, globally
optimal search scheme for this class of problems can be
found in [13].
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Fig. 4. CSTR system of the example.

III. EXAMPLE

Consider the reactor system of figure 4 (details about
this system can be found in [16]). We start by linearizing
the nonlinear dynamic model around the nominal operating
point. The resulting linear model $ = As + Bm + Gp has
5 states and 5 inputs (3 manil}ulated and 2 disturbance)
s=[Ca T T. V P] ,m=[F. F Fy|
and p=[ F; Cua; |. From this model we determine the
set of possible steady-state operating points defined by the
equalities 0 = As+ Bm+ g1p:1. (In this steady-state phase
we allowed the nominal value of the inlet flow rate (denoted
p1) to be selected by the economic optimizer. This was
not required, but it did make the example more interesting.
When we get to the dynamic phase, the actual inlet flow
rate will vary stochastically around this selected point.)
Combining the above equalities with a set of upper and
lower inequality bounds on each variable (see the dashed
line of figures 5 - 8) we fined the set of feasible steady-state
operating points.

Next we define a profit function: g(Ca, F, F, Fg) =

Man [al(CAi - CA)F - OZQF(; - aSE)g]
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Fig. 5. Reactor Concentration vs. Temperature.
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Fig. 6. Cooling Jacket Flow Rate vs. Jacket Temperature.

where a; = $0.375/mole B, oy = $ 0.015/ft> of cooling
water, a3 = $ 0.00225/ ft3 of vapor pumped and M,, =
8760 hr/yr. The profit function is then linearized around the
nominal operating point to yield g=g(Ca, F, F., F,,y) +
dgT[sT mT p1]T, where dg’ is the partial derivative of
the profit function evaluated at the nominal conditions.
This along with the set of feasible steady-state operating
points is used to define a steady-state optimizing LP (which
maximizes profit or minimizes negative profit). The solution
to this LP (the OSSOP) is indicated by the * points in
figures 5 - 8 and has a profit ¢ = $2724/yr. This solution
represents the amount of profit one would yield if zero cost,
perfect sensors were available and no disturbances acted on
the system.

Returning to the system dynamics, we start by assuming
the disturbance inputs F; and Cy; will have standard
deviation values equal to 0.1 and 0.01, respectively. Next,
we assume that the existing sensor network consists of 4
sensors, at C'y, T, V and P, each with a precision of 2%.
If we then solve the MBOP problem using this existing
network, we find the expected profit to be $28,970/yr.
The MBOP and EDOR resulting from the existing sensor
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network is indicated by the triangle points of figures 5 - 8).
Next we assume that new 1% precision sensors are available
at each state (i.e., at C4, T, T,., V and P). However, if a
new sensor is placed then the old one must be removed.
The placement of a new sensor will have an annualized
cost of $1,000/yr, and there will be no annualized cost due
to leaving an old sensor in place. If we now place new
sensor at all 5 locations and apply the MBOP selection
method, we find that the profit will increase to $37,060/yr,
due to our ability to move of the steady-state operating
point closer to the OSSOP (this solution is indicated by
the square points of figures 5 - 8). If we then subtract this
amount from the profit of the existing network, we find that
the value of the 5 sensor configuration is $8,090/yr, and the
increase in profit (value minus sensor cost) is $3,080/yr.
Application of a branch and bound, global search scheme
to our simultaneous sensor and MBOP selection problem
indicates that replacement of sensors at C'4, and P will
yield the greatest increase in profit (see the circle points of
figures 5 - 8). The profit/value figures for this and other

configurations can be found in table 1.

# | New Sensors | Profit | Value | Cost | Value -
[c AT\ Te, V, p] ($/yr) | ($/yr) | ($lyr) Cost
1 1,0,0,0,1 36,030 | 7,060 | 2,000 | 5,060
2 1,0,1,0,1 36,600 | 7,630 | 3,000 | 4,630
3 1,1,0,0,1 36,590 | 7,620 | 3,000 | 4,620
4 1,0,0,1,1 36,060 | 7,090 | 3,000 | 4,090
5 1,0,0,0,0 33,840 | 4,870 | 1,000 | 3,870
6 0,0,0,0,1 33,470 | 4,500 | 1,000 | 3,500
7 0,1,0,0,1 34,390 | 5,420 | 2,000 | 3,420
8 1,1,1,1,1 37,060 | 8,090 | 5,000 | 3,090
9 0,1,1,1,1 35,120 | 6,150 | 4,000 | 2,150
10 0,0,0,0,0 28,970 0 0 0

Table 1: Profit and Value of Upgrade Configurations

REFERENCES

[1] C. S. Kubrusly and H. Malebranche, “Sensors and controllers loca-
tion in distributed system-a survey,” Automatica, vol. 21, pp. 117-
128, 1985.

[2] S. L. Padula and R. K. Kincaid, “Optimization strategies for sensor
and actuator placement,” NASA/TM-209126, 1999.

[3] M. J. Bagajewicz, Process Plant Instrumentation: Design and Up-
grade. Technomic Pub Co, 2000.

[4] D. J. Chmielewski and J. K. Peng, “Covariance based hardware
selection, part 1: Full state information actuator selection,” IEEE
Transactions on Control System Technology, submitted 2004.

[5] M. Bagajewicz, “Design and retrofit of sensor networks in process
plants,” AIChE J., vol. 43(9), pp. 2300-2306, 1997.

[6] R. E. Skelton and F. Li, “Economic sensor/actuator selection and its
application in structure control,” SPIE International Symposium on
Smart Structures and Materials., March, 2004.

[7]1 D. J. Chmielewski, T. Palmer, and V. Manousiouthakis, “On the
theory of optimal sensor placement,” AIChE Journal, vol. 48(5), pp.
1001-1012, May 2002.

[8] J. K. Peng and D. J. Chmielewski, “Covariance based hardware
selection, part 2: Simultaneous sensor and actuator selection,” IEEE
Transactions on Control System Technology, submitted, 2004.

[9] L. T. Narraway, J. D. Perkins, and G. W. Barton, “Interaction between
process design and process control: Economic analysis of process
dynamics,” Journal of Process Control, vol. 1, p. 243, 1991.

[10] C. Loeblein and J. D. Perkins, “Stuctural design for on-line process
optimization: I. Dynamic economics of MPC,” AIChE Journal,
vol. 45, no. 5, p. 1018, 1999.

[11] D. H. van Hessem, C. W. Scherer, and O. H. Bosgra, “LMI-based
closed-loop economic optimization of stochastic process operation
under state and input constraints,” in Proceedings of the 40th IEEE
Conference on Decision and Control, vol. 5. Orlando, Florida, USA:
IEEE, December 2001, pp. 4228-4233.

[12] D. J. Chmielewski and A. M. Manthanwar, “On the tuning of
predictive controllers: Inverse optimality and the minimum variance
covariance constrained control problem,” Industrial Engineering and
Chemistry Research, accepted, 2004.

[13] J. K. Peng, A. M. Manthanwar, and D. J. Chmielewski, “On the
tuning of predictive controllers: The minimally back-off operating
point selection problem,” Industrial Engineering and Chemistry
Research, submitted, 2004.

[14] Y. Nesterov and A. Nemirovsky, “Interior-point polynomial methods
in convex programming,” Studies in Applied Mathematics, SIAM,
Philadelphia, PA, vol. 13, 1994.

[15] V. Balakrishnan, F. Wang, and L. Vandenberghe, LMI control toolbox
user’s guide. The MathWorks Inc., Natick, MA, 1995.

[16] M. Bhushan and R. Rengaswamy, “Design of sensor network based
on the signed directed graph of the process for efficient fault
diagnosis,” Industrial and Engineering Chemistry Research, vol. 39,
pp- 999-1019, 2000.

224



	MAIN MENU
	Go to Previous Document
	CD-ROM Help
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ArialNarrow-Italic
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Oblique
    /Times-Roman
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


