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Abstract— In this paper, we present robust adaptive controller
design for SISO linear systems with noisy output measurements and
partly measured disturbances. Using the worst-case analysis approach,
we formulate the robust adaptive control problem as a nonlinear H

∞-
optimal control problem under imperfect state measurements, and
solve it using game theory. The design paradigm is the same asthat
in [1] with the only difference being the treatment of the measured
disturbances. The same results as those in [1] are achieved.In addition,
when the relative degrees from the measured disturbances tothe
output are no less than that from the control input, the controllers
designed achieve thezero disturbance attenuation level with respect to
the measured disturbance inputs. The asymptotic tracking objective is
achieved even if the measured disturbance is only uniformlybounded,
without requiring it to be of £nite energy. This strong robustness
property is then illustrated by a numerical example.

Index Terms— Nonlinear H
∞ control; cost-to-come function; inte-

grator backstepping; adaptive control; measured disturbances.

I. I NTRODUCTION

The design of adaptive controllers has been an important re-
search topic since1970s. The classical adaptive control design
is based on the certainty equivalence principle [2], which has
been shown to be effective for linear systems with or without
stochastic disturbance inputs [3], [4]. Using this approach, the
controller is designed as if the unknown parameters are known,
in implementation these unknown parameters are substituted by
their on-line estimates, which are generated through a variety
of identi£ers, as long as the estimates satisfy certain properties
independent of the controller. This approach leads to structurally
simple adaptive controllers. Yet, early designs based on this
approach has been shown to be nonrobust [5], [6] when the
system is subject to exogenous disturbance inputs and unmodeled
dynamics. This approach has also failed to generalize to nonlinear
systems with severe nonlinearities. This has motivated the study of
robust adaptive control in1980s and1990s, and nonlinear adaptive
control in 1990s.

Nonlinear adaptive control attracted a lot of research attention in
1990s after the celebrated characterization of feedback linearizable
or partially feedback linearizable systems [7]. A breakthrough
is achieved when the integrator backstepping methodology was
introduced [8] to systematically design adaptive controllers for
parametric strict-feedback and parametric pure-feedback nonlinear
systems. This has led to an period of intense research into the
topic of nonlinear adaptive control when a large volume of results

Manuscript completed March 1, 2004. Research supported in part by
the National Science Foundation under CAREER Award ECS-0296071.

Department of Electrical and Computer Engineering and Computer
Science, University of Cincinnati, Cincinnati, OH 45221-0030. Tel: 513-
556-1036; Email: zengs@ececs.uc.edu.

Department of Electrical and Computer Engineering and Computer
Science, 814 Rhodes Hall, Mail Loc. 0030, University of Cincinnati,
Cincinnati, OH 45221-0030. Tel: 513-556-1808; Fax: 513-556-7326;
Email: zpan@ececs.uc.edu. All correspondences should be addressed to
this author.

¤ourished, see the book [9] for a complete list of references.
More recently, this approach has been generalized to systems
with unknown sign of the high frequency gain. This nonlinear
design methodology has also been applied to linear systems [9]
to compare performance with that of the certainty equivalence
approach. As to be expected, a systematically designed nonlinear
adaptive control law leads to better closed-loop performance than
that for the certainty equivalence based design when the system
is free of disturbance. Yet this approach has also been shown to
be nonrobust when the system is subject to exogenous disturbance
inputs.

Robust adaptive control has been an important research topic
in late 1980s and early1990s. This research leads to various
modi£cation techniques in adaptive control design in order to
render the closed-loop systems robust [10]. Despite their successes,
they fell short of directly addressing the disturbance attenuation
property of the closed-loop system.

The objectives of robust adaptive control are to improve tran-
sient response, to accommodate unmodeled dynamics, and to reject
exogenous disturbance inputs. These objectives are the same as
those that motivate the study of theH∞-optimal control problem,
where these objectives are ful£lled by studying the disturbance
attenuation property of the system. The game-theoretic approach
to H∞-optimal control [11] offers the most promising tool to
generalize the results to nonlinear systems [12]–[14]. These obser-
vations and results motivated the worst-case analysis approach to
adaptive control, where the adaptive control problem is formulated
as a nonlinearH∞-optimal control problem under imperfect state
measurements. The unknown parameter vector is viewed as part of
the expanded state vector, and the measures of transient response,
disturbance attenuation, and asymptotic tracking are all incorpo-
rated into a single game-theoretic cost function. The cost-to-come
function analysis [13] is applied to obtain the state estimator for
the expanded state vector, which results in an on-line parameter
identi£er and a state estimator for the original system. This
step converts the nonlinearH∞-optimal control problem under
imperfect state measurements into one under full information
measurements. This full information measurement problem is then
solved for a suboptimal solution using the integrator backstepping
methodology. This design paradigm has been applied to worst-case
parameter identi£cation problems, which has led to new classes
of parametrized identi£ers for linear and nonlinear systems. It has
also been applied to adaptive control problems [1], [15], [16],
which has led to new classes of parametrized robust adaptive
controllers for linear and nonlinear systems.

In this paper, we further generalize the worst-case analysis
based approach to linear systems with partly measured disturbance
inputs. We assume that the linear system admits a known upper
bound for its dynamic order, a known relative degree, a known sign
of high-frequency gain with a nonvanishing bound away from0,



a strictly minimum phase transfer function from the control input
to the output, and some other assumptions, which are the same
as [1]. The adaptive control design follows the same paradigm
as discussed above, which leads to two classes of parametrized
controllers in closed form with the following robustness properties.
The close-loop system admits a guaranteed disturbance attenuation
level with respect to the exogenous disturbance inputs, where the
ultimate attenuation lower bound is equal to the noise intensity in
the measurement channel. The closed-loop system is totally stable
with respect to the disturbance input and the initial condition.
Furthermore, it achieves asymptotic tracking of the reference
trajectory for all uniformly bounded disturbance inputs that are
of bounded energy. These results are the same as those of [1]. In
addition, with proper scaling, the controller achieves any positive
attenuation level with respect to the measured disturbance inputs.
When the output has relative degrees for the measured disturbances
that are greater than or equal to that for the control input, the
controllers designed achievezero disturbance attenuation level
with respect to the measured disturbances. This does not mean that
we achieve decoupling from the measured disturbances. Therefore,
when the unmeasured disturbance isL2 ∩ L∞, the tracking error
asymptotically converges to zero for any measured disturbance
that is uniformly bounded.

The balance of the paper is organized as follows. In Section
II, we present the formulation of the adaptive control problem
and discuss the general solution methodology. In Section III, we
obtain parameter identi£er and state estimator using the cost-to-
come function analysis. Then we derive the adaptive control law
in Section IV, and present the main result on the robustness of
the closed-loop system. The theoretical results are illustrated by
one numerical example in Section V. The paper ends with some
conclusions in Section VI.

II. PROBLEM FORMULATION

We consider the adaptive control problem for single-input-
single-output (SISO) linear systems.

Assumption 1: The linear system is known to be at mostn
dimensional,n ∈ IN. 2

By adding additional dynamics if necessary, we consider the
following true system dynamics:

˙̀x=Àx̀ + B̀u + D̀1ẁ + D̀2w̌; x̀(0) = x̀0 (1a)

y=C̀x̀ + Èẁ (1b)

where x̀ ∈ IRn is the state vector;u ∈ IR is the scalar control
input; y ∈ IR is the scalar system output;ẁ ∈ IRq̀ is the
unmeasured disturbance input vector,q̀ ∈ IN; w̌ ∈ IRq̌ is the
measured disturbance input vector,q̌ ∈ IN; all input and output
signalsy, u, w̌, and ẁ are continuous; and the matrices̀A, B̀,
C̀, D̀1, D̀2, and È are of the appropriate dimensions, generally
unknown. The transfer function fromu to y is H(s) = C̀(sI −
À)−1B̀.

Assumption 2: (À, C̀) is observable. The transfer function
H(s) is known to have relative degreer ∈ IN, and is strictly
minimum phase. The uncontrollable part (with respect tou) of
(1) is stable in the sense of Lyapunov. Any uncontrollable mode
correponding to an eigenvalue of the matrix̀A on thejω-axis is
uncontrollable fromẁ and w̌. 2

As discussed in [1], there exists a state diffeomorphismx = T̀ x̀
and a disturbance transformationw = M̀ẁ, such that system (1)

can be transformed into the following form in thex cooridinates

ẋ=Ax + (yĀ211 + uĀ212 +

q̌
∑

j=1

w̌jĀ213j)θ + Dw + Ďw̌(2a)

y=Cx + Ew (2b)

whereθ is theσ-dimensional vector of unknown parameters of the
systems,σ ∈ IN; the matricesA, Ā211, Ā212, Ā2131, · · ·, Ā213q̌,
D, Ď, C, and E are known and have the following structures,
A = (aij)n×n; ai,i+1 = 1, aij = 0, for 1 ≤ i ≤ r − 1 and
i+2 ≤ j ≤ n; Ā212 =

[

0σ×(r−1) Ā′
2120 Ā′

212r

]′
, Ā2120 =

[ 1 01×(σ−1) ], C = [ 1 01×(n−1) ], and x(0) = x0. We
will design adaptive controller using system (2), which is called
the design model.

Assumption 3: The matricesD andE are such thatEE′ > 0.
De£neζ := 1/(EE ′)

1
2 andL := DE′. 2

Because of the structure ofA andĀ212, the £rst element of the
parameter vectorθ, denoted byb0, is the high frequency gain of
the transfer functionH(s). We partition parameter vectorθ into
θ =

[

b0 θ′
s

]′
, whereθs is a (σ − 1)-dimensional vector.

Assumption 4: The sign ofb0 is known, and W.L.O.G., assume
b0 > 0. There exists a known smooth nonnegative radially-
unbounded strictly convex functionP (θ̄), such that the true value
θ ∈ Θ := {θ̄ : P (θ̄) ≤ 1}. Moreover,∀θ̄ ∈ Θ, b̄0 > 0. 2

Assumption 4 delineated thea priori convex compact set where
the parameter vectorθ lies in.

The control law is generated byu(t) = µ(t, y[0,t], w̌[0,t]), where
µ : [0,∞)×C×C → IR. We denote the class of these admissible
controllers byM.

The control objective is to design a robust adaptive controller for
(1), such thatCx(t) tracks a reference signalyd(t) while rejecting
the uncertainty quadruple(x0, θ, ẁ[0,∞), w̌[0,∞)) ∈ Ẁ := IRn ×
Θ × C × C, which comprises the initial state, the true values of
unknown parameter vector, the unmeasured disturbance waveform,
and the measured disturbance waveform, and keeping all signals
in the closed-loop system uniformly bounded.

Assumption 5: The reference trajectory,yd, is r times contin-
uously differentiable. The signalyd and the £rstr derivatives of
yd are bounded and available for feedback. 2

For design purposes, instead of attenuating the effect ofẁ and
w̌, we design the adaptive controller to attenuate the effect ofw
andw̌. This is done to allow our design paradigm to be carried out.
This will result in a guaranteed attenuation level with respect to
ẁ andw̌ as well, see [1] for a discussion. We take the uncertainty
quadruple(x0, θ, w[0,∞), w̌[0,∞)) to belong to the setW = IRn×
Θ × C × C.

De£nition 1: A controller µ is said to achievedisturbance
attenuation level γ if there exist l(t, θ, x, y[0,t], w̌[0,t]) ≥ 0 and
l0(x̌0, θ̌0) ≥ 0 such that

sup
(x0,θ,ẁ[0,∞),w̌[0,∞))∈Ẁ

Jγt ≤ 0; ∀t ≥ 0 (3)

where

Jγt :=

∫ t

0

((x1 − yd)2 + l(τ, θ, x(τ), y[0,τ ], w̌[0,τ ]) − γ2|w|2

−γ2|w̌|2)dτ − γ2|θ − θ̌0|
2
Q0

− γ2|x0 − x̌0|
2

Π−1
0

− l0(x̌0, θ̌0)

θ̌0 ∈ Θ is the initial guess ofθ; Q0 > 0 is the weighting matrix,
quantifying the level of con£dence in the estimateθ̌0; x̌0 is the
initial guess ofx0; andΠ−1

0 > 0 is the quadratic weighting matrix,



quantifying the level of con£dence in the estimatex̌0; and |z|Q
denoteszT Qz for any vectorz and any symmetric matrixQ.

The following notation will be used throughout this paper.x̌
denotes the estimate ofx; θ̌ denotes the estimate ofθ; ej,i denotes
a j-dimensional column vector, all of its elements are0, except
its ith row is 1, such ase4,2 = [0, 1, 0, 0]′.

De£neξ := [θ ′, x′]′. Note thatθ̇ = 0, we have the following
expanded dynamics for system (2)

ξ̇ =

[

0 0

yĀ211 + uĀ212 +
∑q̌

i=1
Ā213iw̌i A

]

ξ

+

[

0

D

]

w +

[

0

Ď

]

w̌ := Āξ + D̄w + ¯̌Dw̌ (4a)

y =
[

0 C
]

ξ + Ew := C̄ξ + Ew (4b)

The worst-case optimization of the cost function (3) can be
carried out in two steps as depicted in the following inequality.

sup
(x0,θ,ẁ,w̌)∈Ẁ

Jγt ≤ sup
y,w̌

sup
(x0,θ,w)|y,w̌

Jγt (5)

The inner supremum operator will be carried out £rst. It is
the identi£cation design step, to be discussed in Section III.
Succinctly stated, in this step, we calculate the maximum cost
that is consistent with the given measurement waveform.

The outer supremum operator will be carried out second. It is
the controller design step, to be discussed in Section IV. In this
step we use a backstepping procedure to design the control input
u.

This completes the formulation of the robust adaptive control
problem. We turn to the identi£cation design in the next section.

III. D ESIGN OFA WORST-CASE IDENTIFIER

In this section, we present the identi£cation design for the
adaptive control problem formulated. In this step, the measurement
waveformy[0,∞) andw̌[0,∞) are assumed to be known. Since the
control input is a causal function ofy and w̌, then it is known.
This calculation uses the cost-to-come function methodology. Set
function l in (3) to |ξ− ξ̂|2Q̄ + ľ, whereξ̂ is the worst-case estimate

for the expanded stateξ, ξ̂ = [θ̂′, x̂′]′, Q̄ is a matrix-valued
weighting function to be introduced later, andľ is a function to
be introduced in Section IV, which is a constant in this section.
By the cost-to-come function analysis of [1], we have

˙̄Σ =(Ā − ζ2L̄C̄)Σ̄ + Σ̄(Ā − ζ2L̄C̄)′ + γ−2D̄D̄′ − γ−2ζ2L̄L̄′

−Σ̄(γ2ζ2C̄′C̄ − C̄′C̄ − Q̄)Σ̄; Σ̄(0) = γ−2

[

Q−1
0 0

0 Π0

]

(6a)

˙̌ξ =(Ā + Σ̄(C̄′C̄ + Q̄))ξ̌ + ζ2(γ2Σ̄C̄′ + L̄)(y − C̄ξ̌) + ¯̌Dw̌

−Σ̄(C̄′yd + Q̄ξ̂); ξ̌(0) =
[

θ̌′
0 x̌′

0

]′
(6b)

whereL̄ is de£ned as̄L =
[

01×σ L′
]′

. Then

Jγt=

∫ t

0

(|C̄ξ̌ − yd|
2 + |ξ̂ − ξ̌|2Q̄ + ľ − γ2ζ2|y − C̄ξ̌|2

−γ2|w − w∗|
2)dτ − |ξ(t) − ξ̌(t)|2Σ̄−1(t) − l0 (7)

wherew∗ is the worst-case disturbance, given by

w∗ = ζ2E′(y − C̄ξ) + γ−2(I − ζ2E′E)D̄′Σ̄−1(ξ − ξ̌) (8)

The following derivation for the identi£er closely resembles that

in [1]. PartitionΣ̄ asΣ̄ =

[

Σ Σ̄12

Σ̄21Σ̄22

]

and introduceΦ := Σ̄21Σ
−1

andΠ := γ2(Σ̄22 − Σ̄21Σ
−1Σ̄12). Σ andΦ satisfy (12a), (12c),

andΠ satis£es (10) with proper initialization.
We make the following assumption on the weighting matrixQ̄,
Assumption 6: The weighting matrixQ̄ is given by

Q̄ = Σ̄−1

[

0 0

0 ∆

]

Σ̄−1 +

[

ǫΦ′C′(γ2ζ2 − 1)CΦ 0

0 0

]

where∆ > 0 is n × n dimensional, andǫ is de£ned byǫ(τ) :=
Tr(Σ−1(τ))/Kc, Kc ≥ γ2Tr(Q0) is a constant,∀τ ≥ 0. 2

The matrixΣ will play the role of worst-case covariance matrix
of the parameter estimation error. Assumption 6 guarantees that
Σ is uniformly bounded from above and below.

Lemma 1: Consider the dynamic equation (12a) for the co-
variance matrixΣ. Let Assumption 6 hold andγ ≥ ζ−1.
Then, the matrixΣ is uniformly upper and lower bounded as
follows: K−1

c Iσ ≤ Σ(τ) ≤ Σ(0) = γ−2Q−1
0 ; γ2Tr(Q0) ≤

Tr(Σ−1(τ)) ≤ Kc; ∀τ ∈ [0, t].
Proof: See [17] for details.

To avoid the inversion ofΣ on-line, we de£nesΣ(τ) :=
1/Tr(Σ−1(τ)), and its time derivative is given by

ṡΣ = −s2
Σ(γ2ζ2 − 1)(1 − ǫ)CΦΦ′C′; sΣ(0) =

1

γ2Tr(Q0)
(9)

Then,ǫ(τ) = K−1
c s−1

Σ (τ).
¿From Assumption 6 and (12a), we needγ ≥ ζ−1. This means

the quantityζ−1 is the ultimate lower bound on the achievable
performance level for the adaptive system, using the design method
proposed in this paper.

Assumption 7: If the matrix A − ζ2LC is Hurwitz, then the
desired disturbance attenuation levelγ ≥ ζ−1. Otherwise, the
desired disturbance attenuation levelγ > ζ−1. 2

Assumption 8: The matrixΠ0 is chosen as the unique positive
de£nite solution to the algebraic Riccati equation:

(A − ζ2LC)Π + Π(A − ζ2LC)′ − ΠC′(ζ2 − γ−2)CΠ

+DD′ − ζ2LL′ + γ2∆ = 0 (10)

2

Then,Π satis£es(10) and is a constant matrix.
To guarantee the boundness of parameter estimates without

persistently exciting signals, we introduce soft projection design
by using thea priori information thatθ ∈ Θ.

De£neρ := minθs P (0, θs) andΘo := {θ̄ : P (θ̄) < 1+ρ

2
}. By

Assumption 4, we have1 < ρ < ∞.
Add the term−Σ̄

[
(

Pr(θ̌)
)′

01×n

]′
to the right-hand side

of the dynamics (6b), where

Pr(θ̌) :=







exp
(

1
1−P (θ̌)

)

( 1+ρ
2

−P (θ̌))
3

(

∂P
∂θ

(θ̌)
)′

∀θ ∈ Θo\Θ

0 ∀θ ∈ Θ

(11)

Partition ξ̌ into (θ̌′, x̌′)′ to obtain the dynamics for the identi£er.

Σ̇ = (ǫ − 1)ΣΦ′C′(γ2ζ2 − 1)CΦΣ; Σ(0) = γ−2Q−1
0 (12a)

Af = A − ζ2LC − ΠC′C(ζ2 − γ−2) (12b)

Φ̇ = AfΦ + yĀ211 + uĀ212 +

q̌
∑

i=1

w̌iĀ213i; Φ(0) = 0 (12c)

˙̌θ = −ΣPr(θ̌) − ΣΦ′C′(yd − Cx̌) −
[

Σ ΣΦ′
]

Q̄ξc

+γ2ζ2ΣΦ′C′(y − Cx̌); θ̌(0) = θ̌0 (12d)



˙̌x = −ΦΣPr(θ̌) + Ax̌ −
[

ΦΣ 1
γ2 Π + ΦΣΦ′

]

Q̄ξc − (γ−2

·Π + ΦΣΦ′)C′(yd − Cx̌) + (yĀ211 + uĀ212 +

q̌
∑

j=1

w̌jĀ213j)θ̌

+ζ2(ΠC′ + γ2ΦΣΦ′C′ + L)(y − Cx̌) + Ďw̌; x̌(0) = x̌0 (12e)

whereξc = ξ̂ − ξ̌.
Introduce the value function

W (t, ξ(t), ξ̌(t), Σ̄(t)) = |ξ(t) − ξ̌(t)|2Σ̄−1(t)

= |θ − θ̌(t)|2Σ−1(t) + γ2|x(t) − x̌(t) − Φ(t)(θ − θ̌(t))|2Π−1

whose time derivative is given by

Ẇ = −|x1 − yd|
2 − γ4|x − x̂ − Φ(θ − θ̂)|2Π−1∆Π−1

−ǫ(γ2ζ2 − 1)|θ − θ̂|2Φ′C′CΦ + γ2|w|2 + |Cx̌ − yd|
2 + |ξc|

2
Q̄

−γ2ζ2|y − Cx̌|2 − γ2|w − w∗|2 + 2(θ − θ̌)′Pr(θ̌) (13)

We note that the last term iṅW is nonpositive, zero on the set
Θ and approaches−∞ as θ̌ approaches the boundary of the set
Θo, which guarantees the boundness ofθ̌.

This completes the identi£cation design step.

IV. CONTROL DESIGN AND MAIN RESULT

In this section, we describe the controller design for the uncer-
tain system under consideration. Based on the cost function (3),
the controller design is to guarantee that the following supremum
is less than or equal to zero for all measurement waveforms,

sup
(x0,θ,ẁ[0,∞),w̌[0,∞))∈Ẁ

Jγt ≤ sup
y[0,∞),w̌[0,∞)

{
∫ t

0

(

|Cx̌ − yd|
2

+|ξc|
2
Q̄ + ľ − γ2|w̌|2 − γ2ζ2|y − Cx̌|2

)

dτ − l0(x̌0, θ̌0)

}

(14)

where functioňl is part of the weighting functionl to be designed
in this step.

By equation (14), we observe that the cost function is expressed
in term of the states of the estimator we derived, whose dynamics
are driven byy, u, w̌, andξ̂, which are signals we either measure
or can construct. This is then a nonlinearH∞-optimal control
problem under full information measurements. Instead of consid-
ering y and w̌ as the maximizing variable, we can equivalently
deal with the transformed variable:v :=

[

ζ(y − Cx̌) w̌′
]′

.
Introduce the matrixMf :=

[

An−1
f pn · · · Afpn pn

]

,
wherepn is an-dimensional vector such that the pair(Af , pn) is
controllable. Then the following(q̌+2)n-dimensional pre£ltering
system fory, u, andw̌ generates theΦ online:

η̇ = Afη + pny; η(0) = 0 (15a)

λ̇ = Afλ + pnu; λ(0) = 0 (15b)

η̇w̌i = Afηw̌i + pnw̌i; ηw̌i(0) = 0, i = 1, · · · , q̌ (15c)

For ease of the ensuing study, we will separateΦ as the sum
of several matrices,

Φ = Φu + Φy + Φw̌ (16a)

Φy =
[

An−1
f η · · · Afη η

]

M−1
f Ā211 (16b)

Φ̇u = AfΦu + uĀ212; Φu(0) = 0n×σ (16c)

Φ̇w̌ = AfΦw̌ +

q̌
∑

j=1

w̌jĀ213j ; Φw̌(0) = 0n×σ (16d)

Substitutingy and w̌ by v in the equations (9), (12), (15), and
(16), we obtain the dynamics for control design. The variables to
be designed at this stage includeu andξc. Note thatΣ, Π, sΣ, and
θ̌ are always bounded by the design in Section III.Φw̌ is bounded
by its dynamic structure. SinceΦu is explicitly driven by control
u, it can not be stabilized in conjunction witȟx in the backstepping
design. We will assume it is bounded and prove later it is indeed so
under the derived control law. We observe that the matrixAf has
the same structure as the matrixA, then, we apply the integrator
backstepping methodology [8] to stabilize the variablesη, x̌1, · · ·,
x̌r. Since there is a nonnegative de£nite weighting onξc in the cost
function (14), we can not use integrator backstepping to design
feedback law forξc. Hence, we setξc = 0 in the backstepping
procedure. After the completion of the backstepping procedure, we
will then optimize the choice ofξc based on the value function
obtained. To stabilizeη, we introduce variableηd, which satis£es
η̇d = Afηd + pnyd with initial condition ηd(0) = 0, and is
the reference trajectory forη to track. Choosing value function
V0 := |η − ηd|

2
Z , whereZ is the solution to an algebraic Riccati

equation. Treatinǧx1 as the virtual control input, we complete the
step0 with the virtual control lawα0 = 0, which will guarantee
the V̇0 ≤ 0 underx̌1 = yd. At step1, we introducez1 := x̌1−yd,
and choose value functionV1 = V0 + 1

2
z2
1 . Treating x̌2 as the

virtual control input, we end the step1 with the virtual control
law α1, which guaranteeṡV1 ≤ 0 under x̌2 = y

(1)
d + α1, where

y
(j)
d denotes thejth order derivative ofyd. De£ne the variable

z2 = x̌2 − y
(1)
d − α2 for step 2. Repeating the backstepping

procedure until stepr, the control inputu will appear in the
dynamic of żr. Using the similar procedure as previous steps,
we can derive the robust adaptive controllerµ such thatV̇r ≤ 0
underu := µ. Later, we will prove the control lawµ will guarantee
the uniform boundedness of the closed-loop system states and the
asymptotic convergence of tracking error. For detailed equations
of the backstepping design, see the full version [17].

For the closed-loop adaptive nonlinear system, we have the
following value function,

U := Vr + W = |θ − θ̌|2Σ−1 + γ2|x − x̌ − Φ(θ − θ̌)|2Π−1

+|η̃|2Z +
1

2

r
∑

j=1

(x̌j − y
(j−1)
d − αj−1)

2

whereη̃ = η − ηd.

The time derivative of this function is given by

U̇ = −|x1 − yd|
2 − γ4

∣

∣x − x̂ − Φ(θ − θ̂)
∣

∣

2

Π−1∆Π−1

−ǫ(γ2ζ2 − 1)
∣

∣θ − θ̂
∣

∣

2

Φ′C′CΦ
+ 2(θ − θ̌)′Pr(θ̌)

+
∣

∣

∣
ξc +

1

2
ς̄r

∣

∣

∣

2

Q̄

−
1

4
|ς̄r|

2
Q̄ − |η̃|2Y −

r
∑

j=1

β̄jz
2
j

+γ2|w|2 + γ2|w̌|2 − γ2 |w − w∗|
2 − γ2|v − ν̄r|

2

where β̄i’s are design functions chosen by designer in backstep-
ping procedure;̄ςr and ν̄r are terms derived in the backstepping
procedure. See [17] for the detailed information.

Then, the optimal choice for the variablêξ is ξ̂∗ = ξ̌ − 1
2
ς̄r,

which yields that the closed-loop system is dissipative with storage
function U and supply rate−|x1 − yd|

2 + γ2|w|2 + γ2|w̌|2.

Furthermore, the worst case disturbance with respect to the



value functionU is given by

wopt = ζE′e′q̌+1,1ν̄r + γ−2(I − ζ2E′E)D̄′Σ̄−1(ξ − ξ̌)

+ζ2E′C(x̌ − x) (17a)

w̌opt = Kν̄r (17b)

whereK is de£ned by[ eq̌+1,1 K′ ] = Iq̌+1.
Next, we summerize in the following theorem the strong robust-

ness property of the closed-loop system, whose proof (see [17] for
details) is omitted due to page limitation.

Theorem 1: Consider the robust adaptive control problem for-
mulated in Section II with Assumptions1—8 holding. The robust
adaptive controllerµ with either the optimal choicêξ∗ or the
suboptimal choicêξ = ξ̌ achieve the following strong robustness
properties for the closed-loop system.

1) The controllerµ achieves disturbance attenuation levelγ for
any uncertainty quadruple(x0, θ, ẁ[0,∞), w̌[0,∞)) ∈ Ẁ.

2) Given a cw > 0, there exists a constantcc > 0 and
a compact setΘc ⊂ Θo, such that for any uncertainty
quadruple(x0, θ, ẁ[0,∞), w̌[0,∞)) ∈ Ẁ with |x0| ≤ cw;
|ẁ(t)| ≤ cw; |w̌(t)| ≤ cw; ∀t ∈ [0,∞), all closed-loop state
variables are bounded as follows,∀t ∈ [0,∞), |x(t)| ≤ cc;
|x̌(t)| ≤ cc; θ̌(t) ∈ Θc; |η(t)| ≤ cc; |ηd(t)| ≤ cc; |λ(t)| ≤
cc; 1

Kc
Iσ ≤ Σ(t) ≤ 1

γ2 Q−1
0 ; 1

Kc
≤ sΣ(t) ≤ 1

γ2Tr(Q0)
;

|ηw̌i(t)| ≤ cc, i = 1, 2, · · · , q̌.
3) ∀(x0, θ, ẁ[0,∞), w̌[0,∞)) ∈ Ẁ with ẁ[0,∞) ∈ L2 ∩L∞ and

w̌[0,∞) ∈ L2 ∩ L∞, then,limt→∞(x1(t) − yd(t)) = 0.
Based on Theorem 1, we note that the above controllerµ can

achieve disturbance attenuation levelγ with respect tow and w̌.
Then, the time derivative of value functionU satis£es:

U̇ ≤ −|x1 − yd|
2 + γ2|w|2 + γ2|w̌|2

Considerγ2|w̌|2 = γ̌2
∣

∣

γ

γ̌
w̌

∣

∣

2
, we can achieve arbitrary distur-

bance attenuation leveľγ with respect tow̌ by multipling a scalar
to w̌. However, γ̌ have to be positive. To achieve disturbance
attenuation level0 with respect tow̌, we need the following
assumption.

Assumption 9: The transfer function from̌wi to y has relative
degree greater than or equal tor, i = 1,· · ·, q̌. 2

De£nition 2: A controller µ is said to achievedisturbance
attenuation level γ with respect to w and disturbance attenuation
level 0 with respect to w̌, if there existl(t, θ, x, y[0,t], w̌[0,t]) ≥ 0
and l0(x̌0, θ̌0) ≥ 0 such that

sup
(x0,θ,ẁ[0,∞),w̌[0,∞))∈Ẁ

Jγ,0t ≤ 0; ∀t ≥ 0. (18)

where

Jγ,0t :=

∫ t

0

((x1 − yd)2 + l(τ, θ, x(τ), y[0,τ ], w̌[0,τ ])

−γ2|w|2)dτ − γ2|θ − θ̌0|
2
Q0

− γ2|x0 − x̌0|
2

Π−1
0

− l0(x̌0, θ̌0)

We have the following results for this objective. For the proof
of this corollary, which is omitted due to page limitation, see [17]
for details.

Corollary 1: Consider the robust adaptive control problem for-
mulated in Section II, under the assumptions of Theorem 1 and
Assumption 9, the results of Theorem 1 hold for the control lawµ
with either the optimal policŷξ∗ or the suboptimal policŷξ = ξ̌.
In addition,
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Fig. 1. System response under command inputd(t) = 0, w̌(t) = 2.5
sin(t), ẁ1(t) = 0, andẁ2(t) = 0.
(a) Diagram of Circuit (b) Tracking error; (c) Control input;
(d) Parameter estimate.

1) the controllerµ achieves disturbance attenuation levelγ with
respect tow and disturbance attenuation level0 with respect
to w̌.

2) ∀(x0, θ, ẁ[0,∞), w̌[0,∞)) ∈ Ẁ with ẁ[0,∞) ∈ L2 ∩L∞ and
w̌[0,∞) ∈ L∞, then limt→∞(x1(t) − yd(t)) = 0.

Remark 1: The adaptive control design can be extended to treat
linear systems with partially known control vector £elds. Consider
the following design model

ẋ=Ax+(yĀ211+uĀ212+

q̌
∑

j=1

w̌jĀ213j)θ+Bu+Dw+Ďw̌

y=Cx+Ew

Compared to the model (2), there is an additional termBu,
where B is known and has the following structureB =
[ 01×(r−1) bp0 bp1 · · · bp,n−r ]′. If the high frequency
gain b0 is unknown,bp0 will be absorbed intoθ. In this case, the
identi£er will involve equations (9), (10), and (12) except there
will be an additional termBu in (12e). We can follow the same
steps in the control design. The same results as Theorem 1 and
Corollary 1 still hold.

V. EXAMPLE

In this section, we present one example to illustrate the main
results of this paper. The designs were carried out using MATLAB
symbolic computation tools, and the closed-loop systems were
simulated using SIMULINK.

Consider the following circuit problem in Figure 1(a), where
vi is the input voltage source;vo is the measured output;ve is
an unknown sinusoidal voltage source;vw1 is an unmeasured ex-
ogenous voltage source;vw2 is an unmeasured exogenous voltage
disturbance in the output channel;is is a measured exogenous
current source. The objective is to achieve asymptotic tracking of
vo − vw2 to the reference trajectoryyd.



The equations that describe the circuit are obtained as

˙̀x1 =
1

L
(u + ve + ẁ1 − Rx̀1 − x̀2) ; x̀1(0) = 1

˙̀x2 =
1

C
(x̀1 − w̌) ; x̀2(0) = 1

y = Rx̀1 + x̀2 + ẁ2

where x̀1 = i1, x̀2 = vc, u = vi, y = vo, w̌ = is, ẁ1 = vw1,
andẁ2 = vw2. ve can be modeled as the output of a second-order
linear system as following,

˙̀x3 = x̀4; x̀3(0) = 1;

˙̀x4 = θ2x̀3; x̀4(0) = 2;

The initial conditions are set for illustration purposes. Note that
the true system satis£es the Assumptions1, 2, and9. The adaptive
controller will achieve zero disturbance attenuation level with
respect tow̌. We assume thatR = 1Ω and L = 1H. We de£ne
θ = [θ1; θ2; θ3]

′, whereθ1 = 1
C

and θ3 = θ2
C

. The true value
for the parameterθ is [1,−4,−4]. Introduce the appropriate state
and disturbance transformations, we transform the ture system into
the design model. For the adaptive control design, the ultimate
lower bound for the achievable disturbance attenuation level is
2.5 with respect to the transformed disturbancew. We set the
desired disturbance attenuation levelγ = 12.5.

The reference trajectory,yd, is generated by the following linear
system,ẋd = −xd+d; yd = xd, with initial conditionxd(0) = 1,
whered is the command input signal.

We selectx̌0 = [ 1 0 0 0 ]′; θ̌0 = [ 2 −1 −2 ]′;
Q0 = 0.00008I3; Kc = 0.038; β̄1 = 0.1; Y = 1.7988I3.

Select the input signals as those of Figure 1, the simulation
results are shown in the Figure 1(b)-(d). We observe that the
parameter estimates converge to the true values, and the output
tracking error converge to zero. The transient of the system is
well-behaved, and the control magnitude is again upper bounded
by 9.

VI. CONCLUSIONS

In this paper, we studied the adaptive control design for track-
ing and disturbance attenuation for SISO linear systems with
noisy output measurements and partly measured disturbances. We
consider the same linear system as [1] except that part of the
disturbance inputs are measured. We make the same assumptions
as those of [1], which includes a known upper bound of the
dynamic order, a known relative degree, a strictly minimum phase
transfer function from the control input to the output, known sign
of the high-frequency gain with nonvanishing bound away from
zero. The same design paradigm is used as that of [1] to obtain
the adaptive controllers, where cost-to-come function analysis is
£rst applied to obtain the £nite-dimensional estimator and the
integrator backstepping methodology is then applied to obtain the
controllers. The controllers then achieve the desired disturbance
attenuation level, with the ultimate lower bound of the attenuation
level being the noise intensity in the measurement channel. They
guarantee the total stability of the closed-loop system and achieves
asymptotic tracking of the refence trajectory when the disturbance
is of £nite energy and uniformly bounded. These results are
the same as those of [1]. By proper scaling, one may achieve
arbitrary positive disturbance attenuation level with respect to
the measured disturbances. The advantage of the measurements
of some disturbance inputs is that, when the relative degrees
from the measured disturbances to the output are greater than or

equal to that from the control input, the controllers guaranteezero
disturbance attenuation level with respect to measured disturbance
inputs. Furthermore, asymptotic tracking is achieved even though
the measured disturbances are uniformly bounded without being of
£nite energy. These theoretical results are illustrated by numerical
examples in the paper.

Future research directions that are of interest are described as
follows. One fruitful direction lies in the extension of the results
to more general multiple-input multiple-output systems. Another
direction lies in the generalization of the results to nonlinear
systems.
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