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Resilience to Failures and Reconfigurations in the Supervision
Based on Place Invariants

Marian V. lordache and Panos J. Antsaklis

Abstract— The supervision based on place invariants (SBPI) We will discuss both the SBPI and also its extension to
is a very efficient technique for the enforcement of linear mark-  |iveness enforcement [13], [16]. This discussion applies
ing constraints on Petri nets. In this paper we first outline the also to other extensions of the SBPI not considered here
SBPI and the extension of the SBPI for liveness enforcement. . y
Then we discuss the qualities and limitations of these methods such as Fhe enforcement of exte.nded constraints [5] and
from a fault tolerance/reconfigurations perspective. decentralized control [17]. We will show that the SBPI

designs can be robust under various circumstances when the
. INTRODUCTION faults/reconfigurations are modeled as changes in marking

The supervision based on place invariants (SBPI) [1], [2by token loss/gain or changes in the parametsr ¢f
[3] constrains the marking. of a plant Petri net (PN) to (1). We also show that in our setting the changes of
satisfy specifications of the form controllability/observability that are not critical to a SBPI

Lu<b ) design can be_easily id_entified. _

The paper is organized as follows. In section Il we
where L € Z"<*™, b € Z", Z is the set of integersnp  introduce the SBPI. Then, the extension of the SBPI
is the number of places of the PN, and the number of for liveness enforcement is outlined in section Ill. The
constraints. This class of specifications is powerful enoughult/reconfiguration properties are studied in section IV.
for many applications [3]. In particular, in the casesaffe
PNs any state specification can be written in the form Il. OUTLINE OF THE SBPI
(1) [4], [1] and the derivation of (1) from a Boolean The system to be controlled is callgolant, and is
expression can be carried out rather easily [4], [2]. Furthegssumed to be given in the form of a PN= (P, T, F, W),
the problem of enforcing languages of PNs with distinctvhere P is the set of places]" the set of transitions]” C
labels can be reduced to the enforcement of (1) on & x T') U (T x P) the set of transition arcs$}y : FF — N*
enhanced plant PN [5]. This class of languages as well &3¢ weight function, anti* the set of positive integers. The
the languages corresponding to (1) are neither a subset f&BPI provides a supervisor enforcing (1) in the form of a
a superset of the regular languages. PN N, = (P, T, Fs, W) with

The enforcement of constraints (1) was considered first
. . D, = —LD 2)
in [1]. In [6], the computation of the supremal controllable
subpredicate was applied to (1) for partially controllable pro,s = b= Lpo ®3)

PNs. Computationally efficient but suboptimal methods fOWhereDS is the incidence matrix of the supervisps, , the
the design of supervisors enforcing (1) have appeared in [3hitial marking of the supervisor, and, the initial marking
[7], dealing not only with partial controllability but also of Ar The places of the supervisor are caltenhtrol places
with partial observability. There are also other approacheg,e supervised system, that is thesed-loopsystem, is a
for various subclasses of (1), such as in [8], [9], angby of incidence matrixD, = [DT, (—LD)T]T. Note that

for marked graphs [10]. Unlike to the supervisory controjne control places participate in the place invariants:
developments in the Ramadge and Wonham setting [11], the

issue of nonblocking supervision has not been considered ps =b—Lp (4)
in the original papers proposing the SBPI. Instead, the
issues of deadlock prevention and liveness enforcemenkample 2.1 The PN of Fig. 1(a) adapts a PN model of [3]
have been dealt with separately in [12], [13]. Combinin@f an unreliable machine [18], [3]. Assuming we desire to
specifications (1) with liveness enforcement has also be@mforce
considered in [14] for resource allocation systems. Software e < 1 ®)
tools implementing SBPI methods are available [15]. Hum p2 7 s =

This paper aims to emphasize some remarkable qualities p3 +pr < 1 (6)

of the SBPI in the context of faults and reconfigur:xrationsby (2—3) we obtain supervisor shown in Fig. 1(b), consisting
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This shows why the supervision is said to be “based on
place invariants”. O

The optimality of the supervision design is summarized
in the following result from [3], [2]:

Theorem 2.1[3], [2] If Luo < b then the PN supervisor
with incidence matrixD, = —LD and initial marking
to,s = b — Lpy enforces the constrainby < b when ¢
included in the closed-loop syste®d. = [DT, DT]T.
Furthermore, the supervision is least restrictive.

7

Let u. be the marking of the closed-loop, and |et|»
denotey, restricted to the plandV. Let ¢ € T be a transi- @ (b)
tion. ¢ is closed-loop enabledf .. enablest. t is plant-
enabled if p.|» enables in A. The supervisodetectst Fig. 1.
if ¢ is closed-loop enabled at some reachable marking

and firing ¢ changes the marking of some control placess; admissibility. However, ifL is fixed anduo andb are

The supervisorcontrols ¢ if there is a reachable marking yariables, we have the following optimality property.
1. such that is plant-enabled but not closed-loop enabled.

In PNs with uncontrollable and unobservable transitionsiheorem 2.2[16] The supervisor of (2-3) is admissible for
admissibility issues arise. Indeed, a supervisor design@dl 10 andb > Ly iff L satisfies (10-11).
as in (2-3) may include control places preventing plant-

enabled uncontrollable transitions to fire, and may contai Note that a design robust to variahig andb can be of
. . ; - y fterest in the context of failures and reconfigurations. One
control places with marking varied by firings of closed-,

loop enabled unobservable transitions. Such a su ervisfc‘rilﬁzt that has not been noticed before is that admissibility
b ' P conditions of the same type as (10-11) can be found for the

IS plearly not implementable. A SUPETVISOr 1S adr.mSS'blemore general PNs that label the PN transitions with events
if it only controls controllable transitions, and it only

o in a setX, similar to the labeling of state machines in the
detects observable transitions. The constralnis< b are ! . “ i .
admissibleif the supervisor defined by (2-3) is admissibIeSUpervIosory control setting of [11]. Such a *labeled” PN is

: o . defined as\V = (P, T, F,W, \), whereA : T — XU {e} is
When inadmissible, the constrainig < b are transformed A Do . .
(if possible) to an admissible forth, ;1 < b, such that the labeling function and the null event. In this setting, a

supervisor controls/observes events rather than transitions.
Lopp <bg =L <b (9) Let%,./3,, denote the set of uncontrollable/unobservable
events. (Naturallye € ¥,. ande € X,,.) Then the

Then, the supervisor enforcing, u < b, is admissible, and admissibility conditions can be written as:

enforcesLu < b as well.

th,tg S T7 /\(tl) )\(lfg) = LD(-,t ) = LD(-,tg) (12)

Example 2.2 Assumet, andts uncontrollable in Fig. 1(a). = 1

Then us + ps < 1 is not admissible, as enforcing it may VieT, \t) € Bue = LD(-,t)<0 (13)
attempt controlling either of, and¢s. However, it can be VteT, \t) € 8y = LD(-,t)=0 (14)
checked thafi; + ps + ps < 1 is admissible anghy + po +

ps <1 = po+ ps < 1. o Note that (12—14) can be written compactlylad < 0, for

y ) . 'some matrixA. This means that methods findidg andb,
~Note that there are “structural” conditions that are suffiyiect to (9) and (12-14) are readily available. Indeed, the
cient for admissibility. They provide both a quick admissi4y,athods of [3], [9] findingl.,, andb, such thatL, satisfies
bility test and a principle for the design of the transformqu) and (10) or (9—11) can be applied also here, by replacing
constraintsL,u < b,. They can be seen as inequalities in(lO) with LA < 0.

terms L and D. Thus, to ensure that the supervisor (2-3) 1pjs ingicates that the SBPI can approach very general
controls only the controllable transitions it is sufficient tosupervisory settings. Compared to what has been considered
require [3], [7]: in the PN literature [19], the setting of [20] is harder
LD(-,Tue) <0 (10) to incorporate here. It involves disabling/enabling groups
whereT,. is the set of uncontrollable transitions. Further, tf transitions, as opposed to individual transitions, while
ensure that the supervisor (2—3) detects only the observal§ch transition being observable. Here, this would lead to

transitions it is sufficient to require [3], [7]: nonlinear admissibility constraints.

LD(-,Ty) =0 (11) [1l. LIVENESSENFORCEMENT

whereT,, is the set of unobservable transitions. Given (1) As shown in the previous section, several qualities of
and an initial marking.o, (10) and (11) are only sufficient the SBPI are as follows. First, it allows the design of
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supervisors enforcing (1) under very general settings. Sec-3) A boolean variableT ERM, where TERM
ond, the design can be carried out independently of the  TRUF indicates successful termination.
initial marking andb, the free-term of (1). This quality = The role of the constraint€'y < d and Cou < dy is
is of interest in the context of faults/reconfigurations, aglescribed in the following theorem from [16], [13].

it shows the design can be easily adapted to Changes‘liﬂeorem 3.11f the procedure terminates arfERM —

marking and certain changes in the specifications. quev RUE, thenC). < d is admissible and )\, 110) supervised
the SBPI enforcement does not ensure the supervision will . . . I .
cording toCu < d is 7-live for all initial markings

avoid deadlocks. This section proposes an approach tr?éi
enhances (1) with additional constraints of the same tyg& M satistyingCopio < do and Cpig < d.

such that liveness specifications are satisfied. Because thidNote that M; = N™ when no RMC is given. On
approach relies too on the admissibility constraints (1d)e other hand, when an RMC is given, the supervisor
and (11), the additional constraints produced are admissibRgsign may rely on it, and s@-liveness enforcement is
while the design is still independent of the initial markingnot guaranteed fog ¢ M.

However, if willing to give up this quality, we could use As Theorem 3.1 shows, the initial marking is a variable,
another approach to generate the additional constraints, sut®f @ given input, just as in the SBPI. In this context, this is
as the liveness enforcement approach for fully observabyghat “least restrictive supervision” means. The supervisor

and bounded PNs of [21]. defined byCp < d andCyp < dy is least restrictive if for
Given a PNV of initial marking 1.0, a transitior: is live @l initial markings .o

if for all reachable markingg:, there is an enabled firing - if Cuo £ d or Copo £ do, no 7-liveness enforcing

sequence that includes GivenT C T, (N, ) is T-live supervisor of(Ng, pio) exists.

if all ¢ € 7 are live. Further(\, 1) is live if T-live (i.e., - if Cuo < d andCopo < do, the supervisor enforcing

all transitionst are live). Cp < d is the least restrictive -liveness enforcing

_ _ _ supervisor of(Ny, o).
Example 3.1 Note that the PN of Fig. 1(b) is not live, Note that if the procedure terminates and certain sufficient
and not even deadlock-free: the sequence,, iz leads 10 conditions are satisfied, the supervisor given®y < d
deadlock. Here, the supervisor causes deadlock, as the plgpy Cop < do is guaranteed to be least restrictive. In
in Fig. 1(a) is live. This section will consider enhancing ®articular, whenT = T (full liveness enforcement)\’
specificationLy < b with additional constraintd./;s < b g fully controllable and observabl@y(, = 0 and T, =
such that the resulting supervised system is live. O ) and the procedure terminates, the procedure generates
the least restrictive liveness enforcement supervisor, if a

A procedure for the design of -liveness enforcing Iéveness enforcing supervisor exists

supervisors has been proposed in [16], [13]. This is th
input of the procedure: Example 3.2 As shown before, enforcing the specification
1) APNA and the set C T; (5-6) on the PN of Fig. 1(a) leads to deadlock. To add

2) The sets of uncontrollable and unobservable transiew constraints that ensure liveness, we start with the PN
tions. T... and T.. - of Fig. 2(a), corresponding to the closed-loop of Fig. 1(b).
1 -uc U0

3) Optionally, the set of reachable-marking constraint§©nSider applying thé-liveness enforcing procedure with
(RMC) G < h. 7T =T (full liveness desired)T,,, = 0 and T, = {t2,¢5}.

) . Due to (7-8), the RMC arg; + pio + p5 + 9 = 1 and g +
Note that the RMC describe constraints that the reachable | 1us = 1. The procedure terminates with the following

markings are known to satisfy. Formally, given a set oggnstraintscu < d
initial markings of interestM;, the RMC satisfy that -

Yo € My Vu € RN, pmo): Gu < h, where R(N, o) B+ 2p2 + ps + pr o ps g > (15)

is the set of reachable markings ¥, 1o). The RMC is w1+ po 4 ps +2us +ps +pg > 2 (16)

an optional argument, and its implicit value corresponds to . .

N™ (all possible markings). The output of the procedure jgnd the following constraint&y . < do

the following: s +pse > 1 a7
1) Two sets of constraint€'y < d and Cop < d, pe +pr > 1 (18)

describing the supervisor.

2) A boolean variableLR, where LR = TRUE in-
dicates least-restrictive supervisibr(LR is set by
checking sufficient conditions for least-restrictive su- Mo — 43
pervision; in principle, the supervision could be least- s — 7
restrictive also wher.R = FALSE).

In view of the RMC, us and ug can be substituted, and
then (15) and (16) become

(19)
(20)
The supervised PN is shown in Fig. 2(b), while Fig. 2(c)

1For the simplicity of the presentatiofi,R has not been included in the ShO\.N_S the Origin{:ll plant Supervis_ed with (5-6) and the
procedures of [16], [13]; however, it is implemented in the package [15]additional constraints (19—-20) for liveness enforcement.
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The procedure of [16], [13] does not have guaranteed  unnoticed, the marking of’; is not incremented.
termination. In practice, the termination issue can be mit- Therefore, the supervision becomes more restrictive,
igated by using “transformations to EAC-nets” instead of as the sequencistystististititats, Which is legal
“AC-nets” [16]. However, the total elimination of this issue under the new circumstance, is not allowed Gy.
is a matter of further research. However, the specification remains enforced.

4. In case 1 above, the marking©f is to be updated as

e, — ey, — 1, and in case 2 age, — pe, +1.1In
A. Changes in marking both casesic, > 0, and so no redesign is necessary

Changes in marking could model failures or certain re- (cf. Theorem 3.1 and Theorem 2.1). i
configurations. For instance, in a model of a manufacturing
system, loss of tokens could refer to machine breakdown, changes in marking may render a specification infeasible.
while gain of tokens to new machines being added 10 theor instance, when a manufacturing system has lost enough
system. LetAy denote the marking change by either gaimany resources, it can no longer be live. In such situations
or loss of tokens. In this section we deal with two questiongiitempting to redesign the supervisor is useless, as no
“When needs a marking changky be detected?” and sojytion exists. Two alternatives are possible: relaxing the
“How should the supervisor be updated when a markingpecification, which is considered in section IV-C, and
change A is detected?” Note the following. Given areconfiguring the system. In the PN literature, the latter

IV. FAULT/RECONFIGURATION PROPERTIES

specificationLy < b: approach has been used in [22] to remove the resources
1) If LAu £ 0, the change should be detected, or elsgolved in deadlocked parts of the system and use them in
the specification may be violated. other parts of the system that could continue their operation.

2) If LAp <0 andLAp # 0, the only effect of an un- In [22], faults are modeled by loss of tokens, as in this
dected change may be overly restrictive supervisiorsection.
3) If LAp = 0, the change of marking has no effect on We have assumed the initial marking to be known.
the supervision. In the literature, the SBPI has been adapted to the case
4) If Ap is detected, the marking of the control placesvhen the initial marking is unknown in [23], based on
should be updated according 9 = 1, — LAy (see  marking estimation. This suggests also that the case in
equation (4)). There are two cases which faults are not detected could be approached in the
a) if us # 0, the supervisor needs redesign. same framework.
b) if us > 0, no redesign is required, as Theo-
rem 2.1 can still be applied.
The same remarks apply also to the supervisors generatedVe include here the failures that cause changes in the
by the liveness enforcement procedure, where we have $6ts of uncontrollable and unobservable transitibpsand
considerCyu < d and Cou < dy instead of Ly < b and Tuo- Thus, an actuator failure would increase the set of
Theorem 3.1 together with Theorem 2.1. uncontrollable transitions, while a sensor failure the set of
, ) unobservable transitions. L&t . and T, be the newr,.
Example 4.1 We consider here the manufacturing example 7 " fter a failure has occurred. Two questions arising

of [12], which is shown in Fig. 3. There, to Préventhere are: “Which faults need to be detected, to ensure proper
deadlock, the following constraints were generated: operation of the supervisor?” and “Which faults require

B. Actuator/Sensor failures

1+ pg > 1 (21) supervisor redesign?”
gt > 1 (22) The design pased qn_the admissibility conditions (10-11)
> 9 (23) has the following qualities:
P o At s i s = 1) The admissibility conditions allow a quick (or online)
2pn + ps + pa+3ps +pe Hprtps > 5 (24) identification of critical faults, where a fault is critical
where (21-23) correspond ©u < d, being implemented if it requires redesign. Indeed, givél, = DY — D
by Ci ... Cs, and (24) toCop < do. We illustrate the the incidence matrix of the supervisor and the input
remarks 1, 2, and 4 for the markingshown in Fig. 3: and output matrice®) and D", note that:
1) If p, loses one token (a machine breaks down and a) (10-11) are not affected bybecoming unob-
becomes unusable), thefiA, £ 0. If the change servable ifDf (-, t) = D7 (-,1). _
goes unnoticed, the marking @f; (which, by (21) b) (10-11) are not affected hybecoming uncon-
must satisfy the invariantic, = p1 + pe — 1) is trollable if D (-, t) = 0.
not decremented. Thus, the sequeheé st to stays Note that when (10-11) remain satisfied, the supervi-
enabled. Firing it leads to a marking that violates (21) sor does not need redesign.
(creating a local deadlock too.) 2) The conditions (10-11), if not satisfied after the
2) If p; gains one token (e.g. a broken machine is fixed), failure, indicate also which part of the supervisor
then CAp < 0 and CAp # 0. If the change goes needs update.
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Fig. 3.

3) The update for safety constrainig: < b (but not 4) If the observations ofs; andt3 become indistinguish-
for liveness enfocement!) may be feasible online, as able, the supervisor is not affected,tgsand¢; have
there are efficient algorithms that can find admissible the same effect 06 andCs: bothCy andC, receive

L. < b, satisfying (9) subject to (10-11); see [3], one token when either af or t3 fires. O
[7], [24].
In addition, note also that in our approach C. Changes in desired constraints
4) No update is required when the observations afd Changes in the specification may arise in various situa-
t' become indistinguishable D, (-, ) = Ds(-,t'). tions, for instance, in the context of the supervisor redesign

5) The supervisor operates properly, whether the fauli section IV-A. It may be that after certain faults the
that are not critical are detected or not. However, thgpecification has become infeasible, and so it needs to be
critical faults need to be detected. relaxed in order to be able to redesign the supervisor. The

changes may involve both the specificatibpn < b and the

liveness specification. We do not consider here the latter,
as it could hardly be handled online by our approach. For
changes in the specificatidiy, < b there are two cases:

1) A specificationLp < b is replaced byL'p < V.

Example 4.2 We illustrate here the points 1, 2, and
4 on Fig. 1(b) and the constraints (5-6). Note tliat
corresponds to (5) an@s to (6).

1) Since none of, andt; is connected to either afy

andCs,, the fault leading t@, andt; uncontrollable or et ) X
unobservable is not critical. Also, sin€g, Cs ¢ etq, 2) A specificationLu < b is replaced byLu < b" (only

the fault leading tas uncontrollable is not critical. b changes.) -
2) If t; becomes uncontrollable, only the implementatiorf here are two other possibilities:
of (6) is affected. A. liveness requirements are present
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B. no liveness requirements are present

is independent of the initial marking of the system and also

By combining the cases 1 and 2 with A and B we have fouf the “” parameter of the specification; (ii) the versatility
possibilities. Note that 1B may be approachable online, du@ the structural admissibility conditions.

to the efficient methods of [3], [7], [24]. Further, case 2B

involves the following. Lefus = us + b’ — b be the updated
marking of the control places (see equation (4)). Then:

1) If us > 0, no supervisor update is necessary (Theo

rem 2.1).
2) If us 20, the supervisor needs to be redesigned.

Case 2A can be treated online whép + ps = b is not

included in the RMC. Then, nothing changes in the live-[4]
ness enforcing supervisor: we only need to check that the

updatedus together with the plant marking satistyu < d
andCyu < dy. On the other hand, the case whien+ s =

b is included in the RMC is considerably more difficult, as
the RMC may affect the design of the liveness enforcement®

D. Incorporating failures/reconfigurations in the model

Certain failures or reconfigurations may be incorporated
in a PN model. An example is the manufacturing systemg
from [12] shown in Fig. 3. A reconfiguration/failure sit-
uation incorporated in the model is as follows. When a

machineM A3 is idle, it corresponds to a token jwy. A
machineM A3 can be used in the work are&B A3 (p4)

and W A4 (pg). However, a failure is possible when thelll]
machine is in/ A4, which is modeled by the uncontrol- [12
lable transitiont;o. When the failure occurs, the part the

machine was working on is discarded)(and the machine
reallocated ) to be used iV A1 or W A2.

The SBPI can naturally approach such models by mod-
eling failures/reconfigurations as uncontrollable (and/or uri4l
observable) transitions. However, for deadlock prevention
and liveness enforcement, one needs procedures that can
deal with irreversible processes in the model. For instancg?!

in Fig. 3, the transitionss, t9, and t;q can fire only

finitely many times, regardless of the initial marking. Thezie)
T -liveness enforcement procedure we have proposed meets
this need, as we can includeTnonly the part of the system [17]
we are interested in making live. For instance, we can

exclude from7 transitions modeling failures. Furthef,

can be adjusted automatically during the supervisor desi
process to remove transitions that cannot be made live [16].

V. CONCLUSIONS

In this paper we have discussed the SBPI and some
related approaches relying on the SBPI, with applicatiofz0]
to the context of systems with faults and reconfigura-
tions. We have shown these approaches to have SOme
remarkable qualities that may lead to robust designs, In
which only minor updates, if any, are required in case of
faults/reconfigurations. Thus we have shown that some [%2]
the faults/reconfigurations that can be handled particularly
well are those modeled by (a) token loss/gain; (b) certait33]
changes in the form of the constraints; (c) certain chang
in the controllability/observability of the system. This per-
formance is due to the following: (i) the supervisor design
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