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Convergence results for synchronised
communication networks

A. Berman and R. Shorten and D. Leith

Abstract—\We present a simplified model of a network of 4 we present experimental results that confirm the
TCP-like sources that compete for a shared bandwidth. analysis presented in Section 3. The implications of

We show that: (i) networks of communicating devices - regyts for the design of communication networks
operating AIMD congestion control algorithms may be - . .
are discussed in Section 5.

modelled as a positive linear system; (ii) that such
networks possess a unique stationary point; and (iii)
that this stationary point is stable. Using these results
we establish conditions for the fair co-existence of traffic Il. A MODEL OF TCP CONGESTION CONTROL
in networks employing heterogeneous AIMD algorithms,

and present convergence rates to equilibria for such \We consider a network of-sources competing for
networks. shared bandwidth. A communication network consists
of a number of sources and sinks connected together
Key Words : Second eigenvalue of a positive matrixyia links and routers. We assume that these links can
Network congestion control; Communication be modelled as a constant propagation delay together
networks with a queue to buffer bursty traffic, and that all of the
sources are operating a TCP-like congestion control
algorithm.

. INTRODUCTION . .
TCP operates a window based congestion control

In this paper we present recently derived results cor!gorithm. The TCP standard defines a variablend

cerning the dynamic properties of synchronised Com(;all_ed the congestion window. Each source uses this
munication networks [1], [2]. We consider the problemva“able to track the ngmber qf sent unagknovx_/ledged
of developing a systems theoretic framework that i§ackets that can be in transit at any time, i.e. the
suitable for the design and analysis of congestioRUmPer of packets in the ‘pipe’ formed by the links

control systems for communication networks. Thind buffers in a transmission path. When the win-
problem has become topical in the context of internefOW Size is exhausted, the source must wait for an
congestion control [3], [4], [5], [6], [7], [8], but is also acknowledgement (ACK) before sending a new packet.

of relevance in a variety of problems where a numbefrongestion control is achieved by dynamically adapt-
of devices compete for a shared resource. In this notB9 the window size according to an additive-increase
we present preliminary results in this direction. MorgMultiplicative-decrease (AIMD) law. The basic idea is
specifically, we present a theory for the design anéP’ @ source to gently probe the network for spare
analysis of synchronised networks that operate TCF:@pacity and rapidly back-off its send rate when con-
like congestion control algorithms and that operat@€stion is detected. A typical window evolution is
drop-tail queues. We show that tools from the theorfi€Picted in Figure 2dund; at the time of detecting
of positive linear systems may be employed to resolvEongestion is denoted by; in this figure). Over the
convergence, stability, and performance issues in such

networks. Finally, we present bounds on the rate of
convergence to the network equilibrium. W, A

k'th congestion
event

This paper is structured as follows. We use positive : ey
linear systems theory to model TCP-based communi-
cations network in Section 2. In Section 3 we analyse
the positive linear system obtained in Section 2 and
present stability and convergence results. In Section
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Fig. 1: Evolution of window size



discernedt, (k), t,(k) andt.(k) in Figure 2. The time whereW” (k) = [w1(k), - - -, wn(k)], and
t.(k) is the time at which the number of unacknowl-

edged packets in the pipe equdlsu; (k); t,(k) is the

time at which the pipe is full; and.(k) is the time at A = ) .
which packet drop is detected by the sources. Note that - 00
we measure time in units of round-trip time (RTT) 0 - fn

o
o
o

a1
We consider a network of sources operating AIMD 1 as
; ; : + = [1=B1-1=0Ba ].(6)
congestion control algorithms. Each source is pa- Doy i
rameterized by an additive increase parameter and Gn

a multiplicative decrease factor, denoted and g; o ) o
respectively. These parameters satisfy > 1 and In the sequel it is convenient to writé in the form

0< B <1Vie{l,..,n}. We assume that the event A = I-Y+zy’ @)
timest,, t, andt. indicated in Figure 2 are the same ’
for every source, i.e. that the sources are synchronisedhere Y = diag([l — B1,...,1 — Bn]), 27 =

1 T _ _ _
Let w;(k) denote congestion window size of sourice >i—, o a1, . an] andy” = [1—fy,..., 1= /3], and

immediately before théth network congestion event where we assume that the entrieslof Y have been
is detected by the sources; see Figure 2. It fO”OWgrdered:

from the definition of the AIMD algorithm that the Bi=- =Bk =,

window evolution is completely defined over all time Bra41 =+ = By+ks = V2,

instants by knowledge of the; (k) and the event times

to(k),tp(k) andt.(k) of each congestion epoch. We

therefore only need to investigate the behaviour of Phrtkate kot = 0 = Bt the = Voo
these quantities. with k1 + ko + ... + ks =nandy; <y < ... < 7s.

We have that.(k) — t,(k) = 1; namely, each source Comment 1: The matrix A is strictly positive and it
is informed of congestion exactly one RTT after thefollows that the synchronised network (5) is a positive
first dropped packet was transmitted. Also, linear system.

n n Comment 2: The vectorz is a probability vector and
wi(k) >0, Zwi(k) =P+ Zaiv Yk >0, (1)  the matrixA is a column stochastic matrix. Thus, the
=1 =1 Perron eigenvalug(A) = 1 and the all the eigenvec-
whereP is the maximum number of packets which cartors of A, except the Perron vector, are orthogonal to
be held in the ‘pipe’; this is usually equal tg,., + eX =[1,....,1].
BT whereq,,., is the maximum queue length of the
congested link,B is the service rate in packets per
second and is the round-trip time. At thék + 1)th I1l. THE SPECTRUM OF THE NETWORK MATRIX

congestion event . .
g We now present the main mathematical results of the

wi(k+1) = Biwi(k) + asfte(k) —tq.(k)]. (2) Ppaper. The results are derived in [2], [1] and establish
basic properties of the communication networks under
and study in this paper.
1 = Theorem 3.1:Let A be defined as in Equation (6).
te(k) —to(k) = = P— sw; (k . L
(k) (k) Yo ai[ ;ﬁw (k)] Then, a Perron eigenvector of A is given b:g =

The following corollary follows from Theorem 3.1 and

Hence, it follows that properties of non-negative matrices [9], [10].

wi(k+1) = fiwi(k) Corollary 3.1: For a network of synchronised time-
oy = invariant AIMD sources: (i) the network has a Perron

+ ST [Z(l — Bowi(k)], (4) eigenvector:! = (1257 - 12%-); and (i) the Perron

o eigenvalue isp(A) = 1. It follows that all other

and that the dynamics of the entire network can beigenvalues ofd satisfy|\;(A)| < p(A). The network

written in matrix form as possesses a unique stationary pdiit = ©z,, where
Wk +1) = AW (k), (5) © is a positive constant such that the constraint (1)

is satisfied;limy_... W(k) = Oz,, and the rate of

1 . . ) convergence of the network 1’s; depends upon the
RTT is the time taken between a source sending a packet and

receiving the corresponding acknowledgement, assuming no packeecONd largest eigenvalue of (maz|A[,A # 1 €
drop spec(A)).
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It follows from the corollary that the second largest
eigenvalue of the matri¥d determines the convergence
properties of the entire network. It is therefore impor-
tant to determine this eigenvalue. Theorem 3.2, whict

is the main result of the paper and whose proof is giver ®
in [2], provides a characterisation of all the eigenvaluesg
of the matrix A. It shows that all the eigenvalues of
A are real and positive and lie in the intenjgh, 1].

In particular, the second largest eigenvalue is bounde s

cwnd (packets;

above byg,,.

Theorem 3.2:Consider the matrix (7). Then, the fol-

lowing statements are true. /

(@) The matrix A is diagonally similar to a (real) e o W w e 0 %

positive diagonal matrix. _ _ .
(b) Except for the Perron eigenvalue, all of the eigenEig- 2 ns-2 packet-level simulation( = 1, 5, =
(c) More specifically, if k; > 1, then »; is an bottleneck bandwidth, 100ms propagation delay, 40

eigenvalue of A of multiplicity k; — 1, and Packet queue).
the remaining eigenvalues are simple, and with
the exception of 1 lie in the interval$yq,v2),

(72’73)_7""7(7_s—17%)- o In this paper we have analysed the properties of a
(d) In particular, if all thej's are distinct, them < cerain type of communication network. Specifically,
A< P2 < < Pn-1 <An-1 <Bn <A = e analyse the dynamic behaviour of synchronised
L. communication networks where each source operates
an AIMD congestion control algorithm and where
IV. EXPERIMENTAL RESULTS each of the sources share the same RTT. While these

] ] ] assumptions do not apply to general communication
In this section we.present a short gxamplie to '”UStratﬁetworks, they are valid for important network types;
our results. Consider a network with a simple dumbs, harticular, for long-distance high-speed networks
bell topo!ogy having a bottleneck link of bandwmIFh [11], [12], [1]. Our model incorporates the hybrid
10Mbs, link propagation delay 50ms and buffer sizg51re of TCP algorithm, time-varying delays on links,

of 40 packets (operating a drop-tail queueing policy)ang drop-tail queueing (all features of networks of
Consider two TCP sources operating AIMD congestcp sources).

tion control strategies, source 1 having increase pa- ) ) ) )
rametera; = 1 and back-off factor3, = 0.5 and A basic problem in the design of these networks is

source 2 havingw, = 1.5, 8, = 0.25. Results from t0 ensure fairness of the equilibrium condition, good
an ns-2 simulation are shown in Figure IV. Note thathroughput of data, and to ensure rapid convergence to
this is a detailed nonlinear packet-level simulationthe equilibrium condition in the presence of network
Observe thatv; /(1 — 1) = a3/(1 — 3;) and hence disturbances. Our results show that: (i) fairfets

our analysis predicts that the equilibrium solutionensured whem is symmetric, i.e., by choosing the
is fair (Perron eigenvector igl 1]7), in agreement ﬁ to be constant for all sources in the network
with detailed simulation results. Note that fairess i¢Theorem 3.1); and (i) the rate of convergence of
achieved despite the sources having different AlMphe network to its equilibrium state is determined by
parameters i.e. there exists an ‘ecosystem’ of AIMD’» in the case whert, is an eigenvalue of — Y
strategies which co-exist fairly. Moreover, the secondVith multiplicity greater than one, and is bounded
largest eigenvalue is bounded above By = 0.5. above and below bys, andj3,_, respectively when
Thus, the rate of convergence to a fixed point ig’» has multiplicity 1 (Theorem 3.2). Importantly, our
bounded bys* wherek is the congestion epoch and results indicate that good data throughput, which is
using this it follows that the 95% rise time is predictednormally achieved by ensuring that tig’s are set

to belog 0.05/ log 31, i.€. a rise time of 4.3 congestion 10 large values, cannot be achieved without adversely

epochs, again in excellent agreement with detailedffecting the network convergence properties. In par-
simulation results. ticular, knowledge of the eigenvalue locations of the

matrix A (Theorem 3.2) , and the fact that the non-

Perron eigenvectors of this matrix satisfyz = 0
V. DISCUSSION AND CONCLUDING REMARKS

In this paper we pr_esent a simple model O_f a network 2When defined to be an equal share of the network ‘pipe’ for all
of sources competing for a shared bandwidth. sources.
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(Comment 2), provides a basis for understanding the
transient response of such networks, and may provide a
network for identification of network parameters from
measured data. In this context our results may even
provide a basis for network operators to detect of
malicious network attacks (users setting their value of
0 to large values). Finally, we note that our results
are also likely to provide valuable insights into the
design of adaptive congestion control algorithms and
this is currently an active area of research. We believe
that the results presented here represent a small, but
nevertheless important step in the mathematical design
of communication networks. Future work will involve
extending our results to the case of non-synchronised
networks.
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