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Abstract

In this paper, disks containing some or all zeros of a com-
plex polynomial or eigenvalues of a complex matrix are devel-
oped. These disks are based on extensions of Cauchy classi-
cal bounds, Perron-Frobenius theory of positive matrices, and
Gerschgorin theory. As a special case, given a real polyno-
mial with real maximum or minimum zero, intervals contain-
ing the extreme zeros are developed. Moreover, methods for
computing or refining these intervals are derived. Addition-
ally, a closed form singular value decomposition of a charac-
teristic polynomial was derived and utilized to compute new
bounds for the zeros of polynomials. Finally, bounds which
are based on zero transformation are given.

1 Introduction

The problem of finding regions that contain some or all eigen-
values of matrices or zeros of polynomials has a long history.
Cauchy [1] gave an easily-calculated circular bound for com-
plex coefficient polynomial zeros. Most early research on this
problem was based on Cauchy’s work. For matrix eigenval-
ues, Gerschgorin theorem [2] is very powerful tool for im-
proving existing bounds or computing new ones. It can be
used to find disks whose union contains all eigenvalues of
a complex matrix. Such results may be applied to analyze
the stability or the relative stability of discrete-time systems.
They may also be applied to determine the eigenvalue dis-
tribution in certain disks for continuous-time systems, by
shifting the origin of the s-plane.

In recent years, numerous papers and comprehensive
books have been published, for finding circular bounds of
polynomial zeros which have real or complex coefficients;
see for example [2]-[3], and the references therein. An ac-
count of several developments on this topic can be found
in the comprehensive book by Marden [4]. Extensions of
Cauchy’s result are given in [5] by introducing polynomial
transformations and circular bounds are derived by mini-
mizing Cauchy’s bound for a transformed polynomial. In
[6], sharper circular bounds have been provided by us-
ing quadratic polynomial transformations together with the
Cauchy’s circular bound. Several other bounds are explored
in [7]-[10].

In this paper, we use the Perron-Frobenius Theory and
Gerschgorin results to find new bounds for the zeros of poly-
nomials. Additionally, disks of varying centers and radii
which contain all or some zeros are developed. The key
idea here is to determine polynomials for the rth powers of

the zeros of the original polynomial, then using Cauchy and
Gerschgorin bounds to derive new bounds. Additionally, cir-
cular bounds for interior and extremum zeros are developed.
For polynomials whose zeros are all real, these bounds can
be refined using Newton’s method. We will also developed
bounds that are based on the singular value decomposition of
the characteristic polynomial. These bounds demonstrated
improvement over known results.

2 Gerschgorin-Type Bounds

The Gerschgorin theorem finds a region in the complex plane
that contains all the eigenvalues of a complex square matrix.
Let A = [aij ] ∈ Cn×n and set A+ = [|aij |]. Assume that Ri

and Ci are defines as Ri =
n∑

k=1
k �=i

|aik| and Ci =
n∑

k=1
k �=i

|aik|, then

each eigenvalue of A is in at least one of the disks

|z − aii| ≤ Ri. (1a)

Similarly, each eigenvalue of A is in at least one of the disks

|z − aii| ≤ Ci. (1b)

It is known from the Perron-Frobenius theory on positive
matrices that A+ has a real, positive, and simple eigenvalue
of maximum modulus r. The relation between the eigenval-
ues of A and A+ are given in the following result which is
stated as a Lemma in [11].

Theorem 1 (Wielandt)[11]. Let A and A+ be as defined
above. Let λ be an eigenvalue of A. If A+ is irreducible,
then |λ| ≤ r.

The number r can be computed by solving the minimax
problem [12]

r = min
xi≥0

n
max
i=1

(A+x)i

xi
, (2)

where x = [ x1 x2 · · · xn ].
To apply this result to polynomials, let

P (z) = zn +

n∑
k=1

akzn−k, (3)

be a monic plynomial of degree n with complex coefficients
and assume that an �= 0. Let

C =




0 ρ 0 0 · · · 0
0 0 ρ 0 · · · 0
· · · · · · · · · · · · · · · · · ·
−an

ρn−1
−an−1
ρn−2

−an−2
ρn−3 · · · −a2

ρ
−a1


 , (4a)



be a companion matrix for P (z), where ρ �= 0. It can be
shown that the eigenvalues of A are the zeros of P (z) re-
gardless of the value of ρ �= 0. Now C+ is given as

C+ =




0 ρ 0 0 · · · 0
0 0 ρ 0 · · · 0
· · · · · · · · · · · · · · · · · ·
|an|

ρn−1
|an−1|
ρn−2

|an−2|
ρn−3 · · · |a2|

ρ
|a1|


 , (4b)

where it is assumed that ρ > 0 for convenience. The charac-
teristic polynomial for C+ is

Pa(z) = zn −
n∑

k=1

|ak|zn−k, (4c)

The assumption an �= 0 implies that C+ is irreducible and
hence the following:

Theorem 2 [12]. The polynomial Pa(z) of (4c) has a real,
positive, simple zero r which is not exceeded by the modulus
of any other zero of P (z). If precisely K zeros of P (z) have
modulus r, then each of these satisfies

zK − rK = 0.

The number r is precisely given by

r = minxi≥0 maxn
i=1

(C+x)i
xi

.

Replacing C+ by its transpose in (4b) and carrying out
the multiplication indicated we deduce the next result.

Corollary 3. The number r in Theorem 2 is given as

r = min
xi≥0
ρ>0

n
max
i=0

{ xn

xi+1

an−i

ρn−i−1
+

xiρ

xi+1
}. (5)

with the understanding that x0 = 0. Hence if z is a zero
of P (z) of (3), and x1, · · · , xn are arbitrarily chosen positive
numbers, we have |z| ≤ r.

3 A Few Known Bounds

In the following result we list a few known bounds including
Cauchy’s result.

Theorem 4. The zeros of P (z) satisfy |z| ≤ M if

1. M = max{1 + |a1|, · · · , 1 + |an−1|, |an|}
2. M = 2max{|ak| 1k }
3. Assume that (|a1|, · · · , |an−1| �= 0), then M =

max{2|a1|, |a2|
|a1| + |a1|, · · · , |an−1|

|an−2| + |a1|, |an|
|an−1|}.

Many other bounds can be found in [4].

3.1 Miscellaneous Bounds

Different choices of the xis in (5) lead to different bounds.
Taking xi = 1(i = 1, · · · , n) and ρ = 1, we get

|z| ≤ max

{
1 + |a1|, 1 + |a2|, · · · , 1 + |an−1|, |an|

}
. (6)

due to Cauchy [2].

With xi = |ai|x1, (i = 1, · · · , n) and ρ = 1 there results

|z| ≤ max

{
|an|

|an−1| , 2
|an−1|
|an−2| , · · · , 2

|a2|
|a1|

}
(7a)

due to Kojima [13]. Next, with xi = ρi(i = 1, · · · , n; ρ > 0),
and ρ = 1

|z| ≤ max{|a1| + ρ,
|a2|
ρ

+ ρ, · · · , |an|
ρn−1

}. (7b)

The exact minimum of the right hand expression is very
difficult to find. This minimum is a solution of the following
minimization problem: For each positive integer m let fm(ρ)
be defined as

fm(ρ) = {
n−1∑
k=1

(
|ak|
ρk−1

+ ρ)m + (
|an|
ρn−1

)m} 1
m , (8a)

and let
R = min

ρ
{ lim

m→∞
fm(ρ)}. (8b)

Then (7b) can be written as

|z| ≤ R. (8c)

If ρ is chosen so as to make each term of (7b) minimum,
we find

|z| ≤ max
2≤k≤n

{2|a1|, k

(k − 1)
k−1

k

|ak| 1k }. (9a)

This bound seems to be new. It can be shown that
k

(k−1)
k−1

k

≤ 2, for k ≥ 2. Thus

|z| ≤ 2 max
1≤k≤n

{|ak| 1k }. (9b)

due to Fujiwara [14]. Clearly, better bounds may results
from better choices of ρ.

By applying Gerschgorin Theorem to the matrix C, we
obtain the following.

Theorem 5. Suppose P (z) = 0 and ρ > 0. Then |z| ≤
M(ρ), where

M(ρ) = max{ρ, |a1| + |a2|ρ−1 + · · · + |an|ρ1−n};
and hence |z| ≤ M if ρ = M satisfies

ρ ≥ |a1| + |a2|ρ−1 + · · · + |an|ρ1−n, (10)

and ρ > 0.

Note that the equality in (10) is equivalent to Pa(ρ) = 0.
In the next section, a method for computing the smallest M
is given.

4 Zeros’ Upper Bound Estimation

From the Perron-Frobenius theory, one deduces that the
polynomial P (z) of (3) has a zero of maximum modulus
that is positive, real, and simple. The Newton method can
be used to solve this equation, however, there is no guar-
antees that the method converges to the desired solution.
The next theorem shows that under mild assumptions the
method converges to the largest zero.



Theorem 6. Suppose P (z) is a real monic polynomial of
degree n. Let {z1, z2, · · · , zn} be the zeros of P (z) such that
zn is real and zn > Re(zk), (k = 1, · · · , n − 1). For every
real number z such that and z > zn, the following inequality
holds:

z − nP (z)

P ′(z)
≤ zn < z − P (z)

P ′(z)
< z. (10a)

Similarly, if z1 is real and z1 < Re(zk), (k = 2, · · · , n), then
for every real number z < z1 the following inequality holds:

z < z − P (z)

P ′(z)
< z1 < z − nP (z)

P ′(z)
< zn. (10b)

Here Re(z) and Im(z) denote the real and imaginary parts
of z.

Proof: Assume that each zero of P is simple. Let zn >
Re(zk), (k = 1, · · · , n − 1) and assume that z > zn, then

P ′(z)

P (z)
=

n∑
k=1

1

z − zk
=

1

z − zm
+

n−1∑
k=1

1

z − zk
.

If one zero is complex, its conjugate is also a zero. Thus
assume that z1 = β1 + jγ1 and z2 = β1 − jγ1, where β1 and
γ1 are real, then

1

z − z1
+

1

z − z2
=

2(z − β1)

(z − z1)(z − z∗
1)

.

This means that 1
z−z1

+ 1
z−z2

> 0 for z > β1, and

(z − zn)(
1

z − z1
+

1

z − z2
) ≤ 2(z − β1)(z − zn)

(z − z1)(z − z∗
1)

≤ 2(z − β1)
2

(z − β1)2 + z1z∗
1

≤ 2

. (10c)

Therefore,

z − zn − P (z)

P ′(z)
= z − zn − 1∑n

k=1
1

z−zk

=

∑n−1

k=1
z−zn
z−zk∑n

k=1
1

z−zk

> 0

(10d)

Since P ′(z)
P (z)

> 0 for z ≥ zn, there results

z > z − P (z)

P ′(z)
> zn

Finally, from (10c) and (10d) it follows that

z − nP (z)

P ′(z)
< zn < z

In similar argument, one can prove analogous inequalities
involving z1.

Q.E.D.
If all zeros of P (z) are complex, then a bound on the real

part of all zeros can be derived as shown in the next result.

Proposition 7. Let P (z) be an even degree real polynomial
the zeros of which are all complex. Let {ak = Re(zk)}m

k=1

where m = n
2

be the set of the real parts of the zeros of P .
Assume that a1 ≤ a2 ≤ · · · ≤ am and let z > an, then

z − nP (z)

P ′(z)
< am < z, (11)

where n is the degree of P (z).

Proof: Assume that z > am, then

P ′(z)

P (z)
=

n∑
k=1

1

z − zk
≤

m∑
k=1

2

z − ak
≤ n

z − am
.

Hence z − nP (z)
P ′(z)

< am. In similar argument, one can show

that for z < a1, it follows that z < a1 < z − nP (z)
P ′(z)

< am.

Q.E.D.

Corollary 8. Suppose that P (z) is a real polynomial and
suppose that P (z) has a zero of maximum modulus that is
positive, real, and simple. Let z0 be an upper bound for the
moduli of all zeros of P , then

z1 = z0 − P (z0)

P ′(z0)
(12)

is a smaller upper bound for the moduli of all zeros of p. i.e,
if z0 = 1+max{|ak|} is the Cauchy bound, then the Newton
method converges to the maximum zero of P (z).

Proof: Let {z1, z2, · · · , zn} be the zeros of Pa(z) and let
zn = r be the zero of maximum modulus of Pa(z). This zero
is real positive and simple, and r > {Re(zk)}n−1

k=1 . Hence if
z0 is an upper bound (e.g. the bounds given in Theorem 4
and Section 3.1) then

z0 − nP (z0)

P ′(z0)
≤ zn < z − P (z0)

P ′(z0)
< z0. (10a)

The maximum zero of Pa(z) of (4c) can be computed
using the a modified version of the power method as follows:
Let

C =




0 ρ 0 0 · · · 0
0 0 ρ 0 · · · 0
· · · · · · · · · · · · · · · · · ·
|an|

ρn−1
|an−1|
ρn−2

|an−2|
ρn−3 · · · |a2|

ρ
|a1|




and let c be the Cauchy bound defined as c = 1 +
max{|ak|}n

k=1. The following iteration gives an improved
bound for the zeros of polynomial:

c1 = c

for k = 1, 2, · · · , K,

xk = [ 1 ck · · · cn−1
k ]

xk+1 = Cxk

ck+1 =
xT

k+1Cxk+1

xT
k+1xk+1

.

5 Some Properties of the Companion
Matrix

The companion matrix C defined in (4a) has the following
properties:

Proposition 9.

(a) For each complex number z let the vector q(z) =

[ 1 z2 · · · zn−1 ]T . If zi is a zero of P (z), then the

vector q(zi) = [ 1 z2
i · · · zn−1

i ]T is a right eigenvec-
tor of C.



(b) The left eigenvector of C is given as y(zi) where y(z) =

[ zn−1 +
∑n−2

k=1
akzn−k zn−2 +

∑n−3

k=1
akzn−k · · · 1 ]T .

(c) It can be verified that x(zi)
T y(zi) = P ′(zi)

(d) x(zi)
T CT y(zi) = ziP

′(zi) − P (zi)

From the above observation, one can see that the two
sided Rayleigh iteration is equivalent to the Newton method.
Specifically, for every complex number z, there holds

x(z)T CT y(z)

x(z)T y(z)
= z − P (z)

P ′(z)
. (11)

In the following algorithm, an implementation of the power
method in conjunction with Rayleigh iteration [15] is given:

Algorithm 1

c0 = c

for k = 1, 2, · · · , K,

xk = [ 1 ck · · · cn−1
k ]

yk = [ cn−1
k +

∑n−2

k=1
akcn−k

i cn−2
i +

∑n−3

k=1
akcn−k

i · · · 1 ]T

xk+1 = Cxk

yk+1 = CT yk

ck+1 =
yT

k+1Cxk+1

yT
k+1xk+1

To insure convergence to the desired bound, the initial value
of c must be chosen as in Theorem 4, for example.

It is observed from numerical simulations that the number
of iterations needed is relatively small (K ≤ 4).

6 Bounds via Singular Value Decompo-
sition

Let x be an eigenvector of A corresponding to the eigenvalue
λ, then Ax = λx, and hence

||λx|| = ||Ax|| ≤ ||A||||x||.
This implies that

|λ| ≤ ||A||, (12)

i.e., the moduli of all eigenvalues of A is dominated by the
norm of the matrix A. If we consider the Euclidean norm,
then ||A|| is the largest singular value of A which is also the
square root of the largest eigenvalue of AAT or AT A. The
following result reveals the singular value decomposition of
the companion matrix C.

Theorem 10. The matrix C ∈ Cn×n (n ≥ 3) of (4a) has
three distinct singular values, σ1 < σ2 < σ3 where σ2 = ρ has
multiplicity n − 2. The square of the two extreme singular
values σ2

1 and σ3
3 are the positive solutions to the quartic

equation

σ4 − (ρ2 +

n∑
k=1

a2
k

ρ2k−2
)σ2 +

a2
n

ρ2n−2
= 0. (13a)

Proof: Consider CCT and CT C given by

CCT =




ρ2 0 0 · · · −an

0 ρ2 0 · · · −an−1

...
...

...
...

−an−1 −an−2 · · · · · · a2
1 + a2

2 + · · · + a2
n


 ,

(13b)

and

CT C =




a2
n

ρ2n−2
anan−1
ρ2n−3 · · · ana1

ρn−1

an−1an

ρ2n−3

a2
n−1

ρ2n−4 + ρ2 · · · an−1a1
ρn−2

...
...

...
...

a1an

ρn−1
a1an−1

ρn−2 · · · a2
1 + ρ2


 . (13c)

The matrix CCT can be expressed as

CCT = ρ2I+

[
O b

bT
n∑

k=1

a2
k

ρ2k−2 − ρ2

]
=

[
ρ2I b

bT a2
n

ρ2n−2 + bT b

]
,

(14a)

where bT =
[

a2
n−1

ρ2n−4 · · · a1ρ

]
.

Clearly, for every vector x such that bT x = 0, the vector[
x
0

]
is an eigenvector corresponding to eigenvalue ρ2. Since

the dimension of the null space of b is n− 2, then the eigen-
value ρ2 is of multiplicity n − 2. Since eigenvectors of CCT

are orthogonal, the other two eigenvectors are of the form[
b
α

]
, for some α ∈ C. This implies that

ρ + ρ2 = λ,

bT b + ρ(
bT b

ρ2
+

a2
n

ρ2n−2
) = ρλ.

(14b)

Solving these two equations for ρ and λ yields the
quadratic equation

λ2 − (ρ2 +

n∑
k=1

a2
k

ρ2k−2
)λ +

a2
n

ρ2n−4
= 0. (14c)

The solutions of this equation are:

λ± =

ρ2 +
n∑

k=1

a2
k

ρ2k−2 ±
√

(ρ2 +
n∑

k=1

a2
k

ρ2k−2 )2 − 4
a2

n

ρ2n−4

2
.

(14d)
Note that both λ+ and λ− are positive and λ+ > λ−. Hence
λ+ is the maximum eigenvalue of CCT and λ− is the small-
est eigenvalue of CCT . Consequently, the maximum and
minimum singular values of C are

σ± =

√√√√ρ2 +
n∑

k=1

a2
k

ρ2k−2 ±
√

(ρ2 +
n∑

k=1

a2
k

ρ2k−2 )2 − 4
a2

n

ρ2n−4

2
,

(15)
i.e., σ1 = σ− and σ3 = σ+ = ||A||. These singular values are
function of ρ. Since

|z| ≤ min
ρ

(||A(ρ)||),

for every ρ �= 0, one may choose different values of ρ to
obtain different bounds for the zeros of P (z).

A suboptimal way to minimize ||A(ρ)|| is by minimizing
the trace of CCT , i.e.,

min
ρ

(trace(CCT )) = min
ρ

{(n − 1)ρ2 +

n∑
k=1

a2
k

ρ2k−2
}. (16a)



This amounts to solving the equation

∂trace(CCT ))

∂ρ
= 2(n − 1)ρ −

n∑
k=1

(2k − 2)a2
k

ρ2k−3
= 0. (16b)

The matrix CT C can be analyzed analogously. Let b =[ an−1
ρn−2 · · · a1

]T
, then

CT C =

[
a2

n

ρ2n−2

b

] [
a2

n

ρ2n−2 bT
]
+

[
0 0
0 ρ2I

]
.

As in the previous analysis, it can be shown ρ2 is an eigen-
value of multiplicity n − 2. The corresponding eigenvectors

are

[
0
x

]
, where xT b = 0. Note that the null space of b is

(n − 2)-dimensional. The other two eigenvectors are of the

form

[
γ
b

]
for some complex number γ. The corresponding

eigenvalues are solutions of the quartic equation (13a).

Remark: Sharper bounds may be obtained via the singular
value decomposition of Cr for some positive integer r. It can
be shown that

||C(ρ)|| > r
√

||C(ρ)r||, r = 2, 3, · · · . (18)

Therefore, if P (z) = 0, then

|z| ≤ r
√

||C(ρ)r||, r = 2, 3, · · · . (19)

In the next section, extension to this remark will be given.

7 Bounds via Zero Transformations

Given the polynomial P (z) in (3), define a new set of polyno-
mials so that for any positive integer r > 1, the polynomial
P (z) can be written as

P (z) =

r−1∑
k=0

zkPk(zr), (20)

where each Pk is a polynomial of degree ≤ n. Let w be a
primitive rth root of 1, wr = 1, and generate the following
polynomial:

Qr(z) = Πr−1
k=0

(
r−1∑
k=0

wklzkPk(zr)

)

= Πr−1
k=0P (wkz).

(21a)

The polynomial Qr(z) is of degree nr. It can be verified that
the right hand side of (21a) is in fact a polynomial in zr and
that the coefficients of Qr are real if the coefficients of P are
real. Let qr(u) be a polynomial of degree n obtained from
the change of variable u = zr, i.e.,

qr(u) = Qr(z)u=zr . (21b)

The goal is to use qr(u) for computing new bounds for the
zeros of P .

When r = 2, the above procedure reduces to expressing
P as a sum of even and odd degree polynomials

P (z) = P0(z
2) + zP1(z

2).

If P (z) = 0, then P0(z)2 − z2P 2
1 (z) = 0. Thus if Q2(z) =

0 then Q2(−z) = 0. Using this observation, the following
bound can be obtained.

Theorem 11. All zeros of P lie in the disk

|z| <
√

A2 (22)

with A2 = 1 +max{|bk|}n
k=1, where bk are the coefficients of

the polynomial q2(u) = P2(z
2)|u=z2 where q2(u) = Q2(z) =

P0(z)2 − z2P1(z)2.

Proof: from the observation that P (z) = P0(z
2) + zP1(z

2),
it follows that

P (z)P (−z) = P0(z
2)2 − z2P1(z

2)2.

This implies that q2(u) = P (z)P (−z)|u=z2 is a polynomial
in u. The conclusion follows directly from applying Theorem
1 to q2(u). Q.E.D.

It should be mentioned that the idea provided in the proof
of Theorem 11 is the basis of Graeffe method [3]. The coeffi-
cients bk were explicitly computed in [9]. If r = 3 we obtain
the following bound.

Theorem 12. All zeros of P lie in the disk

|z| < (A3)
1
3 (23)

with A3 = 1 +max{|bk|}n
k=1, where bk are the coefficients of

the polynomial q3(u) = Q3(z)|u=z3 where

Q3(z) = P0(z)3 +z3P1(z)3 +z6P2(z)3−3z3P0(z)P1(z)P2(z).

Here P0, P1, P2 are as described in (20) with r = 3.

Proof: The polynomial P (z) can be expressed as

P (z) = P0(z
3) + zP1(z

3) + z2P2(z
3).

Let w �= 1 such that w3 = 1 and define

Q3(z) =
(
P0(z

3) + zP1(z
3) + z2P2(z

3)
)
×(

P0(z
3) + wzP1(z

3) + w2z2P2(z
3)
)
×(

P0(z
3) + w2zP1(z

3) + wz2P2(z
3)
)

.

It can be shown that Q3(z) is a function of z3 and that all
zeros of P are zeros of Q. In fact if zk is a zero of P then
zk, wzk, w2zk are zeros of Q.

Hence any bound on the zeros of the polynomial q3(u) =
Q3(z)u=z3 is the cube of a bound of the zeros of P .

Q.E.D.
The next result generalizes Theorem 11 and 12.

Theorem 13. All zeros of P lie in the disk

|z| < (Ar)
1
n (24)

with Ar = 1 +max{|bk|}n
k=1, where bk are the coefficients of

the polynomial qr(u) = Qr(z)|u=zr , and Qr is as defined in
(21).

In Eq.(21) if

qr(u) = Qr(z)|u=zr = b0u
n + b1u

n−1 + b2u
n−2 + · · · + bn,

then a closed form of the coefficients bk can be obtained for
different values of r. It can be shown that the coefficients of
the polynomial qr(z) are given by the formula:

bm =
∑

i1+i2+···+ir=mr

Πr
k=1aikw(k−1)(n−ik), m = 1, · · · , n

(25)
where w is a primitive rth root of 1. In the above formula,
which is derived directly using (21a), we are only considering
the non-negative integer solutions of the equation i1 + i2 +
· · · + ir = mr.



8 Bounds Using Matrix Powers and
Gerschgorin Disks

As stated earlier the eigenvalues of the matrix

C =




0 ρ 0 0 · · · 0
0 0 ρ 0 · · · 0
· · · · · · · · · · · · · · · · · ·
−an

ρn−1
−an−1
ρn−2

−an−2
ρn−3 · · · −a2

ρ
−a1


 ,

are the zeros of the polynomial P (z) for ρ �= 0. Now

C2 =




0 0 ρ · · · 0
0 0 0 · · · 0
...

...
...

...
...

−an

ρn−2
−an−1
ρn−3

−an−2
ρn−4 · · · −a1ρ

a1an

ρn−1
a1an−1−an

ρn−2
a1an−2−an−1

ρn−3 · · · a2
1 − a2


 .

The matrices C and C2 have (n − 2) rows in common. For
every positive integer r it is the case that Cr and Cr+1 have
(n-2) common rows. Thus a recursive formula for computing
powers of C can be developed. For simplicity, consider the
matrix C2. Applying Gerschgorin theorem, the zeros of P
are contained in the three disks:

|z2| ≤ |ρ|,

|z2 + a2| ≤
n∑

k=1
k �=2

| ak

ρk−2
|,

|z2 + a2 − a2
1| ≤

n∑
k=1
k �=2

|a1ak−1 − ak

ρk−2
|.

(26a)

Using the triangle inequality, we can consider larger re-
gions so that:

|z2| ≤ |ρ|

|z2| ≤
n∑

k=1

| ak

ρk−2
|

|z2| ≤
n∑

k=1

|a1ak−1 − ak

ρk−2
|. (26b)

Consequently, all zeros are contained in the disk of radius
R, where

R = min
ρ

max

{√
|ρ|,

√√√√ n∑
k=1

| ak

ρk−2
|,

√√√√ n∑
k=1

|a1ak−1 − ak

ρk−2
|
}

.

(26c)
This idea can be generalized as follows. Let r ≥ 2 be

a positive integer and assume that Br(ρ) = Cr = [b
(r)
ij (ρ)].

Then all zeros of P are contained in a disk of radius R, where

R = min
ρ

max

{
r

√√√√ n∑
k=1

|b(r)
ik (ρ)|

}n

i=1

. (27a)

Analogous result holds if columns of Br are used, i.e.,

R = min
ρ

max

{
r

√√√√ n∑
k=1

|b(r)
kj (ρ)|

}n

j=1

. (27b)

9 Conclusion

It is known that bounds that are based on Cauchy’s result,
stated in Theorem 4, are conservative. The main focus of this
paper has been the development of sharper circular bounds
for the zeros of real and complex-coefficient polynomials.
This is done via improving the classical result of Cauchy
using Gerschgorin theorem and transformations of zeros. In
addition to exploring methods for computing new bounds,
methods for improving existing bounds are also derived. Ad-
ditionally, disks based on the singular value decomposition
of the characteristic polynomial and zero transformation are
also developed. Finally, some of the results of this work can
be modified so as to obtain lower bounds for the modulus of
the smallest zero. Many of the developed bounds are tested
on several examples but the results are not reported here
due to space limitation.
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