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Stability Analysis of a DiffServ Network Having Two-Level
Coloring at the Network Edge and Preferential Dropping at the
Core

Yong Cui, Yossi Chait and C.V. Hollot

Abstract—This paper presents a local stability result for  Notification (ECN)) [4]. Several studies have shown that the
Differentiated Services (DiffServ) networks with heterogeneous  throughput attained by a customer is affected not only by
TCP flows consisting of two-level edge coloring using a token 4 edge marker but also by the presence of other customer

bucket, and preferentially-dropping core router. Coloring is . -
accomplished using a recently proposed edge mechanism to flows and propagation delays [5]-[7]. This is because the

adaptively tune the token-bucket rate. The result is stated pre.dominance of traﬁicl is Carried by TCP (_Of VariOUS.
for sources under TCP-Reno congestion control algorithm. variants) whose congestion avoidance mechanism reacts in
Stability analysis of several DiffServ networks that were tested g complex manner with its environment. In [8], Active
using ns simulations is described. Rate ManagementARM) mechanism was introduced to

|. INTRODUCTION overcome this limitation. The basic idea is that the edges
The Internet was originally designed as, and by_anc{paintain ARMs which are responsible for adaptively setting

o g . oken bucket parameters in order to achieve minimum
large is still a framework for providing best-effort services., : .
- ) : . throughputs in the face of changing network parametess.
Traffic is processed as quickly as possible but without a

S . Nimulations in [8] demonstrated that when combined with
guarantee of timeliness of actual delivery. In recent yearg

new applications have sprung which require some form oYVO_Ievel PI AQM [9] at differentiating cores, this ARM

quality of service (QoS) guarantee from the network. Thénechanism is able to maintain minimum Fhrou_ghputs ator
Internet Engineering Task Force (IETE) has proposed s a}_bove target rates and is able to respond in a timely manner
fluctuations in traffic characteristics.

vice models and mechanisms to meet the demand for QoS. . . . .
In this paper, using robust stability formulation, we

Notably among them are the Integrated Services/Resource

Reservation Protocol (RSVP) model, the Differentiated Sera_nalyze the effect of infroducing this ARM mechanism

vices (DiffServ) model [13], multi-protocol label switching Into a stable TCP-Reno network employing PI AQM at the

(MPLS) and traffic engineering. Here we focus on DiffsenOre: Our local stability conditions highlight the interplay

which provides a scalable solution since the amount Ot*etween AQM and ARM and can be recast as design

. SR . rules for AQM and ARM controllers. This defines the
state information is proportional to the number of contract- I . )

. contribution of our work. The remainder of the paper is
paying sources rather than the total number of flows. Twog

per-hop behaviors (PHBs) have been standardized by IE ganized as follows. In Section 2 we describe a fluid model
expedited forwarding (EF) [2] and assured forwarding (A;%r the dynamics of the network. In Section 3 we develop

[3]. The former is intended to support low delay applicationsnear'zed models for control design and analysis (details

while the latter is intended to provide throughput differen2'c 9'ven I [citedacs), then describe general types of AQM

L ; ) : . and ARM controllers for this problem. In Section 4, we
tiation among clients according to negotiated profiles. state our main theorem that proves existence of stabilizin
Our DiffServ network is based on the AF PHB. There ar P 9

several traffic management and packet marking mechanis%gw.I gnd AQM controllers.. Stab|llty_anaIyS|s of an over-
proposed for AF DiffServ, all sharing the following basicprowsmned and under-provisioned DiffServ networks tested

idea. Coloring edges employ token buckets: packets thif NS is presented in section 5. We note our parallel work in
S . . 0] which quantifies behavior of bucket-rate adaptation and
originally conform to bucket parameters (a function of

. ! referential dropping that guarantees minimum throughput
negotiated profile) are colored green and excess packets Fe— )

4 . Q users under general congestion control sources that
main unmarked (colored red). Core routers give preferemlzecIude TCP-Reno and proportionallv-fair schemes
to green packets. In the presence of congestion, red packé}s prop y '

are more likely to be dropped (or have their congestion
notification bit set in the presence of the Explicit Congestion
In this section, we introduce a fluid flow model for the
This work is supported by the National Science Foundatiogynamics of a DiffServ network consisting of heterogeneous
X':ﬁﬁerrset‘r?\;'; '8'1\'(;'5);25979 at the University of MassaChusettSrCP—.controlled sourcésAQM—controlIed core router anq
Cui and Chait are with the MIE Department coloring edge routers using token buckets. Our starting
ycui,chait@ecs.umass.edu

Hollot is with the ECE Department  1Throughout this paper the term TCP-controlled sources refers to
hollot@ecs.umass.edu . AIMD-like sources (e.g. TCP-Reno and TCP-SACK).
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point is [11] which presented a fluid flow approach for I1l. LINEARIZED NETWORK MODEL

modelling TCP flows and AQM routers and the extension |, this section, we linearize the network model (1)-(5)
in [8] to account for two-color marking at the network apoyt equilibrium, then form control block diagram suited
edge and multi-level AQM at the core. The network has fo; stability analysis. We follow with the token bucket

classes of aggregate heterogeneous flows, tesnatces controllers and AQMs which complete description of the
each consisting ofj; identical TCP flows. Without loss of ¢josed-loop system.

generality, we assume that each such source is served by

a separate edge that includes a token bucket with Aate A- Open-Loop Model

and sizeb; >> 1. The sources feed into a core router with We begin by writing the model explicitly in terms of the
link capacityc and queue length denoted bit). A generic bucket rates4;:

TCP flow in thei-th source is characterized by its window " Wi(t)
size W;(t) given by ¢ = —clgso+ Z m%
i=1 i
dWl (t) 1-— pi(tr-) Wt‘ (t)Wi(tTv) A
= = — = p;(tr, 1 = : -
dt T (t) 27—1. (t_rl) Di (tT’l)’ ( ) - f(qa Wl7pg7p7‘a A’L)a
. o W = 1opiltn)  Wi®)Wilts) ()
wherep;(t) denotes the probability that ECN bit is set for i 7:(0) 27, () Pilts;
the i-th sourcé and the notatiorz(t,,) £ z(t — 7;). The A ’
average round-trip time; (t) is = 9i(a, Wi, pg, pr, Ai)
A q(t) where A n
Ti(t) = Tpi + P (2) p; = <prg—|— (1- :)pr> .

whereT,,; is thei-th source propagation delay. The sourc

Ret th ilibrium stat ted by, Wi, 5, p, A
instantaneous send ratg is described by et the equilibrium state be denoted b, W;, by, by, 4:)

and denote perturbations about equilibriumday= z(t) —

Wi (t) %. The linearized open-loop network model can be shown
i = ) ®)  tobe (see [17] for details)
: , . . 9g; 9g:

The dynamics of the core’s buffer is described by SWils) = aAégi SAi(s) + ap%gi e 0py(s)

dq(t) n S~ aw; S~ aw,

BT —clg>0 + Zﬂ?i, (4) ggi s

i=1 +s_7£,gi€ ST’(SPT(S) (6)
where I, is the indicator function. n Sﬁ”
Fi_naIIy, we mode] the coloring process at an edge and  s5q(s) = ngf SWils).

multi-level AQM action at the core. To model coloring, let i-15 7 g

fqi(t) denote the fraction of fluid froni-th source marked

green (i.e., flow within target rate) where In [17] it is shown that at equilibrium, eithefp,.(s) or

dpg(s) are fixed. The choice ofp,(s) above corresponds
i(t)} to an over-provisioned network. Similar relations can be

derived in the under-provisioned case in termggfs).

. A
fgi(t) = min {1, )
and 1 — fg(t) denotes the red fraction of flow (exceed—B‘ Network Controllers _
ing target rate). At the corep,(t) and p,(t) denote the  In [9], a Pl-type AQM was proposed as a congestion
probabilities that ECN marks are generated for the greegpntroller at core routers. This AQM was shown to be

and red fluids, respectivély According to [15], we have able to maintain buffer level at reference set point in the
0 < py(t) < p,(t) < 1. Thei-th source’s loss probability face of dynamic network conditions. Token buckets were

pi(t) is then related to the green and red marks by introduced in order to maintain source throughput at a target
ratex. However, [11] showed that one cannot guarantee that
pi(t) = foi(©)pg(t) + (1 — foi(t))pr(t). (5) resulting throughputs are equal to or greater than the bucket

) ) - ) rate. To overcome this inherent limitation, [8] proposed a
Next, in preparation for stability analysis of the networkfeedpack structure around a token bucket termed ARM. The
we derive a linearized model about equilibrium. purpose of ARM is to regulate the token bucket ratesuch
that z; > z, (if the network is sufficiently provisioned).

2The 1 — p; term in the additive part does not appear in [8], but haﬁndeed foIIowing the ideas behind the Pl AQM, the ARM
appeared since in several publications, e.g., [12]. ! !

SMore precisely, marks are embedded in the fluid as a time varyinﬁOntroller has the structure

Poisson process, and the productpgf and p, with the green and red Karm(==— +1)
fluid throughputs, respectively, determines the intensity of this Poisson ARM (s) = %
process. s(=—+1)

Parm
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Fig. 1. The combined ARM/AQM DiffServ network.

Note that ARM compares source rate to its bucket rate] ™
hence, it is necessary to construct rate estimation. This | T T ®

i i o A WF ()
done using a modified TSW (Time-Slice Window) proce- i «#‘f ™ B
dure [14]: the source rate estimate is computed by me T
suring the number of sent packets over a fixed time peric PA A, |
Trsw and further smoothed by a low-pass filtBr The s ‘

transfer function representing this estimation is given by rig 2. Block diagram of AQM networks with active ARM loops
a (the perturbation blocks indexes correspond to those in thé)set

F(s) = ——e Trsw,
s+a
DiffServ stipulates that AQMs differentiate between 6% _ oA op
green packets (those within their target rates) and red pack- P
ets. The idea is to give preference to packets corresponding
to sources within their target rates. We accomplish this
using a multi-level PI AQM, one for green flow and a
second for the red flow, along with set pointg, , and A
ds, respectively. The marking probabilitiep, and p,,
for the green and red fluid, respectively, are computed by
the two Pl AQM controllers,AQM,(s) and AQM,(s).
Setting qfef > ¢, insures that red packets are marked

before green packets [10]. We use the same controller {yminal (i.e., without ARMs) TCP/AQM network along

——
T B
4 3

A

Fig. 3. Simplified block diagram of the system in Figure 2.

both loops, that is, with perturbations due to active ARMs. A network we
Eagm(=>— +1) comprises ofn heterogeneous TCP sources withactive
AQM(s) = AQMy(s) = AQM,(s) = ————. ARM loops (see [17]), wheren < n (see [15]). The set

§ ; i : PN e . ith
Combining the open-loop network model with the ARMOfRi/(I:t:\Ie ARM It(_)ops tIS de_?r';e_d bw‘l’h_ t{-lggéﬁ%Mj,
and AQM controllers leads to the closed-loop block diagrarﬁ‘ ) oop is active at equilibriurh. That is, i ‘i

of the DiffServ network shown in Figure 1. Next, WeO’Z N 1,t....,bn,tthen t?ﬁ block (Ijlagramt redll(J(.:estco a s7er|esd
analyze local stability of this network. connection between the open-loop network in Figure 7 an

the AQM (albeit single controller). These perturbations can
IV. STABILITY OF DIFFSERV NETWORKS be combined into a single block as shown in Figure 3. We
In this section, we discuss the effect of ARM on stabilitythen apply small gain arguments to establish closed-loop
of the DiffServ network. The network’s linearized model,stability.
shown in Figure 1, comprises of heterogeneous TCP _ The nominal TCP/AQM system in Figure 2, denoted by
sources witm ARM loops. We now present our main result.”, is described by

Ineorem: Consider the inearzed O e w e

eorem: Consider the linearized DiffServ network shown P(s) 2 v _ 9a

in Figure 1. There existdQM and {ARM; : j = 01— —r AQM Y, P;
1,...,n} such that the system is locally stable. L AQM o

Proof. We start with a sketch of the proof. The block a =5 @
diagram in Figure 1 is redrawn in Figure 2 to show a - 1—-L(s) ’

345



where 0z is the total rate perturbation from nominal A;. Stability of A follows immediately fromk,,,,, <
TCP/AQM value due to active ARMsiz = 3°,, 02; and  |La, (joi)|™', j=1,...,n
6&; = P;A;6p. The source’s TCP transfer functiaf; is Next, we show thatP(jw)A(jw)| < 1 over the ranges

given by [0,wo] and [wo, ], wherew is a sufficiently small fre-
.. 0g; 1 quency to be defined later. To this end, we now show
Pi=e" Op s _ P9 7, that ||A;(s)||c = 1 which is used later. LeRe(Lx, (jw))
oW denote the real part df; (jw) and letw; be the frequency
with ARM-induced perturbation\ ;(s): where Re(La, (jws)) = minger Re(La, (jw)). Hence,
13g]. %gﬁj,ARM"Fj(s) Re(LA (jw)) iA_jiwif karm; < 2|R6(LA (Jw2))l ' , or
Aj(s) = Smow; equwalently‘m’ < 1[16]. Noting that|A; (jw)| =
1+ - 1@7 e gﬁj ARM;-Fy(s) 1 atw = 0 (due to the integrator), we have shown that to

have||A;(jw)|« = 1 we need
Note that due to thé\, block the marking probabilityu;
experienced by a source with an active ARM is different ;. _ . { 1 . 1 } (10)
from the AQM's dp. Finally, a simplified formulation of ! 2|Re(La, (jwz2)| |La,(jwi)]
this system with a single perturbation blogkis shown in

Figure 3 whereA(s) = 3., PjA;(s). Now consider the product”(jw)A(jw)| over the range
J

Next, we derive upper bounds on the AQM and ARMv € [0,w]. First, we can bound\ as by

gains guaranteeing stability of and A, then provide . s

additional bounds on these gains such thB\|. < 1. AGw)l Z 175 Gw)l (11)

These gain constraints are used to show that the system in 7]
Figure 3 is stable which implies stability of the system inrRewrite P in terms ofz o7 1P (jw)|
Figure 1.

To analyze stability of\ it is sufficient to discuss stability o gf AQM (X1, Pi(jw))
of A; as follows. We use Nyquist stability criteria to show” = | ——7 ‘ P
that there existsk,,n,, > 0 stabilizing A;. A; can be 1-3 af AQM (i Pilgw)) | | i i)

written as this closed-loop system

and show that

La, (s) — L AQM(Y", Pi(j ,
Aj(s) = m G-I QM (Y;_, Pi(jw)) s H LP(J‘{) ’
o af AQM (X1, Pi(jw)) 1+ Lp(jw)
where L, (s) is given by Jw= 0o
1 equals unity. Atw = 0, due to the AQM's integrator
La,(s) = —5— 2 gff ARM;Fy(s).  (8) X . .
5= aw,; oo ar AQM (i, Fi(jw))
! =1
Since La,(s) has a pole at the origin, it is necessary that 1-— jwﬁAQM(ZLl P;(jw))
the Nyquist contoul” includes an infinitesimal semicircle oa
I'. arounds = 0 described by Let Re(Lp(jw)) denote the real part of;(jw) with
the factorization Re(Ly(jw)) = aque(L w)).

e 2 {s=ee/; 0 €[-90°90°], e =0, €>0}  (9) | ws; be the frequency whereRe(L p(jw )() =
As s traverses from—je to +je along I'., ¢ changes minuer Re(Lp(jw)). Hence, Re(Lp(jw)) > —3 if
from —90° to +90° counterclockwise. The correspondingk,,,,, < 2|Re(L s (jws))|~*, or equivalently,‘%’ <
Nyquist plot of L s, (s) can be determined by evaluating 8)4 [16]. This proves that if; 1 fhen
along (9). In the I|m|t we have,

aam < S[Re(T 5 Gos))|
1 3 ag] arm; @AQM(Z?:l Pi(jw))

0g; A jo - n ; =1 (12)
— o T 0A;j ee 1— @AQM(Ziﬂ P;(jw))

liy L, () =

It is seen that any instabilities ik, (s) will be a result

of encirclements gy the Nyquist pjlc()t)dIAj (s) over the It follows from (12) that

range w € (e,+00) U (—¢,—o0). Define La;(jw) = )< (13)
karm;La;(jw). The plot of La;(jw) crosses the neg- Pl ZZ 1P (jw) |

ative real-axis at frequencies in the st = {w : -

LLa,(jw) = —180"}?I Let w; be the frequenci/ such Compining (11)-(13) we obtain

that |La,(juw1)| = maxeeq|La, (). I karm, < 5 , ZJEJ\P( w)|
|EAj(jw1)|*1 then |La, (jw)| < 1 implying stability of [PG@)AGw)] < > Piw)|
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We observe that the right-hand side of the above) is ence, if kygm < mm{M, M} then | P(jw)A(jw)| <

continuous function ofv, and atw = 0 it is smaller than

1. Thus, given any) < €; < 1, there exists a sufficiently py (10) for j =1, ..

small frequencyw, such that

Zje] |P;(jw)]

e |Pj<jo>|’ e
n . - mn - =~ €1, - =~ WwQ-
2 im BiGw)| 1= Pi(50)]
Hence
P;(j
|Zl 1P Jw)|

and we proved that if,qm stabilizes P (see [17]) and
satisfies (12), thefP(jw)A \(jw)| < 1, Vw € [0, wp].
Finally, we show that|P(jw)A (]w | < 1 overw €

[wo, 00). |L(jw)| in (7) can be expanded as follows
1 k:aqm(zjw +1)| )
L(w)] < 5 i DI L
f
Jw — dq Ut i=1
y ‘391‘ L | |m|
op || jw — 8815’[}'1_ Ti

At w > wg, we can show that

1 1\’ 1)?
L(y - agm -
< [ ¢<zm> ()

agz 771
Op T
£ M kagm < 00.

Hence,kugm < % = |L(jw)| < €2, w € [wo,
the above

o0). From

L Ragm(Z2 1)

Zaqm

a9
gwfa—i Jjw

Pljw)| <
|P(jw)] o

To bound|P| consider the producm’% P(jw)|

which can be shown to be bounded by

Fmaa || 1 Ly 1)?
-1 = |—— | |kaq + |-
(n—1) w1 1—e|| "™V \ zagm wo
e ]\kaaqm < 0,
where ku. = maxjeJ{ %"—i} and prin
D T
minje s aaw . Since The termA| overw € [wp, 00)
can be bounded as follows
k
Al < (n—1) | —=—],
]w+pmin
then we have shown that over the rangec [w, ), if
R —1
kagm < mln{M,T} then |P(jw)| < ‘mjwk+pa1:

The term|A| can be bounded as follows

k'maa:

Al <(n—1) | ———
Jw +pmin

, w € [wg, 00).

1, Yw € [wp, 00). Finally, if the ARMs gains are bounded

.,n, then

. 1 1
Karm; < min = - , —= . ,
' {2|R€(LAJ(JW2)| |LA]-(Jw1)|}
and the AQM gains are bounded by

1 a1 1
2|Re(Lp(jws))| M™ M |L(jws)|

then bothP and A are stable and P(jw)A(jw)|se = 1.
Hence, we have shown that the DiffServ network shown in
Figure 1 is locally stable if,,, and kg, satisfy their
gain constraints. This proves that there exisQ M and
{ARM; : j =1,...,n} such that the system is locally
stable. O

kagm < min {

V. ILLUSTRATIVE EXAMPLES

In this section, we apply the Theorem to analyze stability
of the DiffServ network in [8]. This network consisted of
three heterogeneous sources, each served by an edge with
fully-coloring ARM as shown in Figure (4). The edges feed
into a congested core with an admissible, compatible and
non-overlapping differentiation ability (see [17] and [10]).
The propagation delay%,; are all uniform in the ranges:
Tp1 € [50 — 90] msec, T,z € [15 — 25] msec andl},s €
[0 — 10] milliseconds. Each source is an aggregatenof
generic FTP flows, all starting uniformly {0, 50] sec, with
loadsn; = 20, n, = 30 andns = 25. The core queue has a
buffer size of 800 packets and ECN marking enabled. The
source target rates afg = 2000, z, = 500 andz; = 1250
packet/second.

marking
sources edges

T}y msee
N, flows @

15msec  congested

receiver
25 msec

3750 packet/sec

Fig. 4. The simulated DiffServ network.

The same AQM controller was used for green and red
flows and is given byAQM (s) = 9.6 x 107 %(5%3 +1)s~ 1.
The set points for the red and green controllers wgre =
100 packets and]fef = 250 packets. The idea behind this
choice is while fully utilizing the link also minimize the
possibility of the queue oscillating between these points due
to incoming flow bursts.

In [8], the ARMs are the same wherdRM ;(s) =
% j = 1,2,3. The source rate estimator imple-
ments the mod|f|ed TSW algorithm with the three buckets
using Trsw = 1 second. It is further smoothed by a first-

order, low-pass filter with a corner frequency ef= 1
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sp,

Fig. 5. Block diagram of the over-provisioned network (see [17]
for a full-size figure of this and other figures in this paper).

. : [
gfzo [2]
£ 13]
» [4]
. [5]
107 10 10 10’ [6]
Fig. 6. The magnitude Bode plot dPA (over-provisioned case).

[71
rad/second with the transfer functiof(s) of F(s) =  [8l
Silefs. We analyze stability of two implementations, an
over-provisioned and an under-provisioned network.

[9]
A. Over-Provisioned Network

In the over-provisioned case, the link capacitycis=  [10]

4500 packets/second. In [17] it is shown that the queue
length at equilibrium is ag;, , = 100 packets withp, <1,

pg = 0. Hence, the round trip times are = 0.24 second, [11]
7o =0.14 second ands = 0.11 second. According to [15],
2> &> 22 whereq; = 1. We also compute* = 2 [12]

(see [15]) |mply|ng that the second and the third ARMs are
de-activated and/ = {1}. The generalized system block [13]
diagram in Figure 2 can be reduced in this case to the one
shown in Figure 5 where the nominal TCP/AQM systen)i4)
is described by (7) wheré= 3. Numerical values of this
feedback system can be found in [17]. We observe in Flguﬁe5
6 that|| PA| . < 1, which along with stability of? and A

(not shown here) establishes local stability of this DiffSen16]
network. Further details and simulation plots can be founﬂn
in [10].

B. Under-Provisioned Network

In this setup, the link capacity is 20% under provisioned
wherec = 3000 packets/second. From [17], it follows that

pr=1,0<p, <landg = qfef
analysis, similar to that done above is given in [17].

= 250 packets. Stability

VI. CONCLUSIONS

We analyzed stability of DiffServ networks with het-
erogeneous TCP flows consisting of two-level edge col-
oring using a token bucket, and preferentially-dropping
core router. We have shown, in terms of gain bounds, the
existence of stabilizing AQM and ARM controllers. This
stability result complements our earlier work in [8] which
describedns implementations and current work in [10]
which quantified behavior of bucket-rate adaptation and
preferential dropping that guarantees minimum throughput
to users under general congestion control sources. We
are presently working on generalization of this DiffServ
architecture to networks with multiple congested cores.
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