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Abstract: The use of a model independent control approach to tackle the problem of wind
farm power maximization under constant and varying free stream wind speed and direction is
considered. In this paper, a time-varying extremum seeking control (TVESC) for discrete-time
systems is utilized in a distributed and a collaborative manner. Each controller monitors the
actions of a wind turbine and the objective is to maximize the farm wide power capture. To
address this task, the distributed controllers ensure that the turbines share local information over
an undirected connected communication network. Also, with the use of a discretized version of a
continuous-time dynamic average consensus estimator, the controllers help the turbines estimate
the mean of the overall power generated in the wind farm. The dynamics of each turbine power
estimate is parameterized and the unknown gradient is estimated as a time-varying parameter
using a tailored estimation routine. This information is used in the design of the extremum
seeking controller. The problem to be solved is addressed via numerical simulations, results are
provided to show the effectiveness of this technique.

Keywords: Wind farm, model independent, discrete-time, distributed extremum seeking
control, dynamic average consensus estimator.

1. INTRODUCTION

The environmental effects associated with the use of fossil
fuels for power generation can be effectively avoided if
more attention is given to the issue of generating power
from wind energy. Wind energy is clean and renewable.
In a wind farm, the turbines trap energy from the wind
for power generation. One of the challenges limiting maxi-
mum power capture is the aerodynamic wake interactions
between the wind turbines. Efforts have been made to
overcome this challenge. Optimizing the layout of wind
farms has been considered as an effective way of reducing
these interactions

(
see Chowdhury et al. (2012), Chowd-

hury et al. (2013), Pérez et al. (2013), Dupont and Cagan
(2012), Dupont et al. (2016) and Liu and Wang (2014)

)
.

As noted in Chowdhury et al. (2012) and Chowdhury et al.
(2013), the unrestricted wind farm layout optimization
method allows for optimal selection and positioning of
wind turbines such that the wind farm power is maxi-
mized. The combination of an heuristic method with non-
linear mathematical programming techniques for optimal
offshore wind farm layout was put forward in Pérez et al.
(2013). An Extended Pattern Search (EPS) technique
(which integrates deterministic algorithms with stochastic
methods) was proposed in Dupont and Cagan (2012). In
Dupont and Cagan (2012), it was mentioned that more
power was generated from a layout designed with the
EPS technique than earlier investigated techniques using
the same aerodynamic wake interaction models and cost
functions. The work carried out in Dupont et al. (2016)
proposes the use of an Extended pattern Search-Multi-

Agent System (EPS-MAS) with an advanced wind farm
modelling system. In addition to wind farm layout opti-
mization, wake models have been developed to account
for the aerodynamic interactions

(
Jensen (1983), Torres

et al. (2011) and Troldborg et al. (2010) and Dupont
et al. (2016)

)
. The offshore wind farm model employed

in Dupont et al. (2016) takes into account the cost of
installation of the wind farm and the effect of shear on
wind speed and wake propagation. Also, it considered
the effects of atmospheric stability and the possibility of
partial wake interactions among the turbines.

At this point, it is important to mention that there are no
models that accurately describe the aerodynamic interac-
tions. One way to overcome this challenge would be to uti-
lize a model independent control technique for maximum
wind farm power capture. Two model independent control
techniques (Marden et al. (2013) and Menon and Baras
(2014)) have been utilized to address such a problem. In
Marden et al. (2013), two game theoretic distributed learn-
ing algorithms were put forward (safe experimentation
dynamics and payoff-based distributed learning for Pareto
optimality). The perturbation based extremum seeking
control technique (PBESC) was employed in Menon and
Baras (2014). The power maximization problems tackled
in these research papers were addressed in a distributed
fashion and under constant free stream wind speed and
direction conditions.

In this paper, we employ a different extremum seeking
control technique (a TVESC technique put forward in
Guay (2014) for discrete-time systems) for wind farm
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power maximization. Extremum seeking Control (ESC) is
a gradient based and an adaptive control technique. It is a
real-time optimization technique that tracks the optimum
of an unknown but measured cost or objective function.
Extremum seeking control has been applied to address
problems associated with resource allocation Poveda and
Quijano (2013), source seeking Ghods et al. (2010), brake
systems Zhang and Ordóñez (2012), chilled water plants
Sane et al. (2006) and formation control Vandermeulen
et al. (2017).

The TVESC technique to be employed involves estimating
the gradient of an unknown cost function as a time-varying
parameter followed by the design of a controller that
solves the optimization task. Our main contribution is the
implementation of this technique in a distributed and a
cooperative manner and its utilization in solving the power
maximization problem of a wind farm. In addition, this
problem is addressed under fixed and varying free stream
wind speed and direction. Distributed control is chosen as
it allows for the use of multiple TVESC controllers such
that each controller monitors the actions of a single turbine
in the wind farm. Through communication, the controllers
work to optimize the overall power generated by the wind
farm.

The paper is organized as follows. The problem description
is given in Section 2. The wind farm model is presented in
Section 3. The distributed TVESC technique is described
in Section 4. Simulation results are provided in Section 5
and concluding remarks made in Section 6.

2. PROBLEM DESCRIPTION

The optimization problem to be solved is given by:

max
u[k]∈Rp

Y (u[k]) (1)

s.t.

Y (u[k]) =

p∑
i=1

yi(u[k]). (2)

A wind farm with p number of wind turbines is considered.
Let i = 1, . . . , p and k be the time step. Also, let u[k]
be the vector of axial induction factors for the turbines
(the vector of input variables) at the kth time step taking
values in a convex and compact set U ⊂ Rp. The unknown
function Y (u[k]) represents the power generated in the
wind farm (and can be referred to as the overall cost) at the
kth time step and depends on u[k]. Y (u[k]) is assumed to
smooth. J [k] = Y (u[k]) is the measured value of Y (u[k]).
yi(u[k]) is the unknown function representing the power
generated (local cost) by turbine i at the kth time step
and qi[k] is the measured value of yi(u[k]). To tackle
the stated maximization problem, we make the following
assumptions.

Assumption 1. Agent i has access to its axial induction
factor ui and the measured value qi.

Assumption 2. Let u∗ be the unique maximizer of problem
(1) then Y (u) is strongly concave, i.e.,

(u− u∗)> ∂Y (u)

∂u
≤ −γ1‖u− u∗‖2 (3)

∀u ∈ U with γ1 > 0.

Remark 1. Recall that Y (u) is smooth by assumption, it
follows that it satisfies:

‖Y (u)‖ ≤ γ2,
∥∥∥∥∂Y (u)

∂u

∥∥∥∥ ≤ L1,

∥∥∥∥∂2Y (u)

∂u∂u>

∥∥∥∥ ≤ L2, (4)

∀u ∈ U with γ2, L1, L2 > 0.

3. WIND FARM MODEL

The model of the wind farm used for simulation is pre-
sented in this Section. Note that it is described for the
sole purpose of simulation, the distributed TVESC has no
knowledge of the model. Consider the wind farm given in

Reference wind direction

V∞

1

(0, 0)

2

(x2, y2)

3

(x3, 0)

. . .

4

(x4, y4)

. . .

9

(x9, 0)

10

(x10, y10)

Fig. 1. The orientation of the wind farm with ten turbines.

Figure 1. The turbines are originally located at coordinates
{(x1, y1), . . . , (x10, y10)} from a common point and a ref-
erence wind direction. It is assumed that the turbines are
identical which means that they are of the same diameter.
Let VG = {1, . . . , 10} denote the set of turbines in the
wind farm. It is referred to as the vertex set. Let VGu

and VGd
be the sets of upstream and downstream turbines

respectively then VGu = {m ∈ VG : m is upstream} and
VGd

= {n ∈ VG : n is downstream}. To proceed, the
following assumptions are required.

Assumption 3. The wind farm is oriented and the refer-
ence wind direction is the negative vertical direction.

Assumption 4. When the wind is in the reference direction
or when it changes β degrees clockwise away from the
reference direction, only turbine n ∈ VGd

such that n =
m− 1 for m ∈ VGu

can be partially or totally in the wake
of turbine m.

3.1 Power Model

According to Manwell et al. (2002), the power generated
by a turbine is of the form:

yi(u) =
1

2
ρairaiCpiV

3
i (5)

where:

• ρair = 1.225 kg/m3 is the density of air;
• ai = area of disk generated by the blades of turbine
i in m2;

• Cpi = power efficiency coefficient for turbine i;
• Vi = wind speed at turbine i in (m/s).
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3.2 Power Efficiency Coefficient

The power efficiency coefficient for turbine i is given by:

Cpi = 4ui(1− ui)2. (6)

• ui = axial induction factor for turbine i. As recorded
in Marden et al. (2013), it gives a measure of the
decrease in wind velocity through the turbine.

3.3 Wake Interaction Model

As presented in Grunnet et al. (2010), the wind speed at
turbine i takes the form:

Vi ≈ δV∞ (7)

where:

• V∞ = free stream wind speed in (m/s);
• δ = wind speed deficit seen at turbine i.

Note that if i = m, Vi ≈ V∞. If i = n then the wind speed
deficit δ is given by:

δ ≈ 1− Om,nCTm

2an(1 +
ỹm,n

4rn
)
. (8)

Also, note that:

• rn is the radius (m) of the disk generated by the
blades of turbine n.
• ỹm,n = ỹm − ỹn represents the vertical distance

between upstream turbinem and downstream turbine
n after the wind direction changes β clockwise from
the reference wind direction.
• According to Pérez et al. (2013), the new coordinates
x̃i and ỹi for turbine i are obtained as follows:[

x̃i
ỹi

]
=

[
cosβ − sinβ
sinβ cosβ

] [
xi
yi

]
. (9)

• Om,n is the area of overlap between the wake of
turbine m and the disk produced by the blades of
turbine n. The wake expansion of turbine m (ewm

) as
noted in Grunnet et al. (2010) is of the form (10).

ewm
= 2rm

√
1 +

ỹm,n
4rm

rwm
=
ewm

2

(10)

with rwm
being the radius of ewm

. According to Liu
and Wang (2014), Om,n is of the form:

Om,n =


0, x̃m,n > rwm

+ rn
πr2n, x̃m,n < rwm

− rn
τ1, rwm

< x̃m,n < rwm
+ rn

τ2, rwm
− rn < x̃m,n < rwm


where τ1 = F1+F2−F3 and τ2 = πµ2

3−(F1−F4−F3)
and x̃m,n = x̃m − x̃n. x̃m,n is the horizontal distance
between turbines m and n after a change in wind
direction. Let µ1 = rwm , µ2 = rn and µ3 = x̃m,n,

β1 = arc cos
µ2
1+µ

2
3−µ

2
2

2µ1µ3
, β2 = arc cos

µ2
3+µ

2
2−µ

2
1

2µ2µ3
and

β3 = 180◦ − arc cos
µ2
3+µ

2
2−µ

2
1

2µ2µ3
. F1 = β1

180◦πµ
2
1, F2 =

β2

180◦πµ
2
2, F3 = µ1µ3 sinβ1 and F4 = β3

180◦πµ
2
2;

• CTm
is the thrust coefficient for turbine m. It takes

the form:
CTm

= 4um(1− um); (11)

4. DISTRIBUTED EXTREMUM SEEKING CONTROL

4.1 Communication Network

The communication network for the wind farm is given
in Figure 2. It is designed as a time-invariant undirected
connected graph G = (VG, EG). EG ⊂ VG × VG repre-
sents the edge set, an edge connects two turbines and
acts as the pathway for communication. We allow local
commuincation between turbines (they share their power
information with their neighbours) to demonstrate that
global communication is not required to address the op-
timation task. Turbines i and j can communicate means
(i, j) ∈ EG ⇔ (j, i) ∈ EG and (i, j) /∈ EG ⇔ (j, i) /∈ EG
means otherwise. Also, if turbines i and j can communi-
cate, it means they are neighbours. Let Ni denote the set
of turbine i’s neighbours, then mathematically, we can say
∀i, j ∈ VG : Ni = {j : (i, j) ∈ EG}.

1

2 3
4

5

6

7
8

9
10

edge

Fig. 2. Undirected communication network G for the ten
turbine wind farm

4.2 Consensus Estimation

To address the optimization task (1), the turbines are
required to estimate the average of the overall power
generated in the wind farm. Let agent i’s estimate of this

average be ĥi and the true average be hi given by:

hi[k] =
1

p
J [k] (12)

To obtain ĥi[k], a discrete-time dynamic average consensus
estimator (DDACE) is needed. we employ a discretized
version of the continuous-time proportional-integral dy-
namic average consensus estimator proposed in Freeman
et al. (2006). The DDACE takes the form:[

ĥ[k + 1]
c[k + 1]

]
=

(
I + δ

[
−Iγ − kPL −kIL>
−kIL 0

])[
ĥ[k]
c[k]

]
+ δ

[
Iγ
0

]
q[k]

(13)

where ĥ = [ĥ1, ..., ĥp]
>, c = [c1, ..., cp]

> is a vector of
auxiliary variables, I is p × p identity matrix, kP , kI , γ
and δ1 are positive constants to be assigned. Note that
δ is required to be very small while γ, kP and kI are
chosen to be large (much larger than the ESC gains).
This is because the consensus routine must operate at a
faster time-scale than the ESC algorithm. The Laplacian
matrix L ∈ Rp×p is defined as L = D − A. D ∈ Rp×p is a
degree matrix with diagonal elements equal to the number
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of neighbours of each corresponding turbine i. A ∈ Rp×p is
an adjacency matrix with element ai,j = 1 if turbines i and
j can communicate and 0 otherwise. Note that ai,j = 0 if
j = i.

4.3 Parametrization of the dynamics of hi

Note that ∆hi[k] = hi[k + 1] − hi[k] and can be parame-
terized as:

∆hi[k] =
∑
j 6=i

∆uj [k]

∫ 1

0

∂hi
∂uj

(
λuj [k + 1] + (1− λ)uj [k]

)
dλ

+ ∆ui[k]

∫ 1

0

∂hi
∂ui

(
λui[k + 1] + (1− λ)ui[k]

)
dλ

(14)

where ∆ui[k] = ui[k+ 1]− ui[k] and ∆uj [k] = uj [k+ 1]−
uj [k]. Let θ0,i[k] =

∑
j 6=i ∆uj [k]

∫ 1

0
∂hi

∂uj

(
λuj [k + 1] + (1 −

λ)uj [k]
)
dλ and θ1,i[k] =

∫ 1

0
∂hi

∂ui

(
λui[k+1]+(1−λ)ui[k]

)
dλ,

(14) can be rewritten as:

∆hi[k] = θ0,i[k] + θ1,i[k]∆ui[k] = φ>i [k]θi[k]. (15)

Note that θ0,i[k] represents the effect of drift and the
other turbines on hi[k] while θ1,i[k] measures the gra-
dient of hi[k] with respect to its input ui[k]. θi[k] =[
θ0,i[k], θ1,i[k]

]>
is the vector of time-varying parameters

and the regressor vector φi[k] =
[
1,∆ui[k]

]>
.

4.4 Parameter Estimation Routine

Observe that what we have is ∆ĥi[k] and not ∆hi[k].
Consequently, θi[k] is unknown. The parameter estimation
approach given in Guay (2014) will be utilized to accu-
rately estimate θi[k].

Let θ̂i[k] =
[
θ̂0,i[k], θ̂1,i[k]

]>
be the vector of parameter es-

timates. We denote the predicted output for a given value

of the estimate θ̂i[k] as ∆ẑi[k] and the output prediction

error as ei[k] with ei[k] = ∆ĥi[k]−∆ẑi[k]. The estimator
model for (15) is written as:

∆ẑi[k] = φ>i [k]θ̂i[k], ∆ẑi[0] = ∆ĥi[0]. (16)

The covariance matrix Σi[k+1] ∈ R2×2 is generated from:

Σi[k + 1] = αΣi[k] + φi[k]φi[k]>, Σi[0] = αI > 0 (17)

where α is a small positive number chosen between 0 and 1
to ensure that Σi remains bounded. The parameter update
law is given by:

Σ−1i [k + 1] =
1

α
Σ−1i [k]− 1

α2
Σ−1i [k]φi[k]

(
1+

1

α
φ>i [k]Σ−1i [k]φi[k]

)−1
φ>i [k]Σ−1i [k]

(18)

where Σ−1i [0] = 1
αI.

θ̂i[k + 1] = Proj
(
θ̂i[k] +

1

α
Σ−1i [k]φi[k] (1+

1

α
φ>i [k]Σ−1i [k]φi[k])−1ei[k],Θ

) (19)

where θ̂i[0] ∈ Θ and Θ is a ball of finite radius centred
at the origin. The projection operator denotes an orthog-
onal projection onto the surface of the uncertainty set.

According to Goodwin and Sin (2013), the application of
the operator is such that:

θ̂i[k + 1] ∈ Θ, ∀k ≥ 0.

The signals of the closed-loop ESC system must be such
that the following Persistence of Excitation condition is
met.

Assumption 5. According to Goodwin and Sin (2013),
there exist constants α1 and T > 0 such that

1

T

k+T−1∑
g=k

φi[g]φ>i [g] > α1I, ∀k > T. (20)

4.5 Distributed Extremum Seeking Controller Design

The distributed TVESC is designed as follows:

ui[k + 1] = ui[k] + kg θ̂1,i[k] + di[k] (21)

where kg > 0 is the optimization gain and di[k] is the
bounded dither signal (with amplitude σ and frequency
ωi) for turbine i. A small value for kg is required to pro-
vide the required response. Making kg large can increase
the convergence speed but can also cause some unwanted
system behaviour. To meet the Persistence of Excitation
condition, sinusoidal dither signals with different frequen-
cies are utilized. di is such that ‖di[k]‖ ≤ ζi ∀k ≥ 0. Note
that ζi > 0.

5. APPLICATION TO WIND FARM POWER
MAXIMIZATION

5.1 Example 1

Consider the wind farm described in Section 3. The tur-
bines have the same radius (ri = r = 70m) and are located
at coordinates {(0, 0), (10r, 30r), (20r, 0), · · · , (90r, 30r)}.
Wind is blowing in the reference wind direction at a
constant free stream wind speed of 10 m/s (V∞ = 10 m/s).
The goal is to maximize the total power generated by the
turbines. The Laplacian matrix L for the wind farm is
given by:

L =


1 −1 0 . . . 0
−1 2 −1 . . . 0
0 −1 2 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1


The tuning parameters were chosen as: δ1 = 1 × 10−3,
α = 3 × 10−3, kg = 2 × 10−3, σ = 1 × 10−5 and
ω = [67, 61, 55, · · · , 21, 18]>, γ = 30, kP = kI = 250. The

control algorithm was initiated at: ui[0] = 0.1, θ̂i[0] =

[0.001, 0]T , Σi[0] = αI2×2, , ci[0] = 0 and ∆ĥi[0] =
∆ẑi[0] = 0. The simulation result is seen in Figure 3.

For example 1, observe that positioning the turbines at
those coordinates prevents wake interactions and allows
the turbines to use the free stream wind speed. In this
case, Om,n = 0. J∗ = 5.5874 × 107 Watts and u∗ =
[0.3333, · · · , 0.3333, 0.3333]>, that is u∗i = 0.3333. This
is optimal for a wind farm without wake interference
and as such maximizes the overall power produced. The
result obtained is presented in Figure 3, the distributed
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extremum seeking controllers ensure that this optimum is
located.

5.2 Example 2

Case 1: The wind direction changes 13◦clockwise from
the reference direction after 200 seconds.

Case 2: The wind direction changes 15◦clockwise from
the reference direction after 300 seconds.

Using L, the initial conditions and the tuning parameters
given above, we demonstrate that the TVESC technique
can be used to maximize the farm wide power capture.
The simulation results for case 1 and case 2 are presented
in Figures 4 and 5 respectively.

For case 1, J∗ = 5.4021 × 107 Watts and u∗ =
[0.3333, · · · , 0.3258]>. That is ∀i ∈ VGd

: u∗i = 0.3333
while ∀i ∈ VGu

: u∗i = 0.3258. Observe from Figure 4 that
for the first 200 seconds, the turbines use the free stream
wind speed (as there are no wake interactions) so the
power generated in the wind farm is maximized. After 200
seconds, the change in the wind direction happens causing
the downstream turbines to be partially in the wake of the
upstream turbines. For case 2, J∗ = 5.1937×107 Watts and
u∗ = [0.3333, · · · , 0.3172]>. That is ∀i ∈ VGd

: u∗i = 0.3333
while ∀i ∈ VGu : u∗i = 0.3172. Again, from Figure 5, notice
that the change in wind direction causes the downstream
turbines to be fully in the wake of the upstream turbines.
In both situations, the distributed TVESC is still able
track and maximize the wind farm power capture.

5.3 Example 3

Again, consider the wind farm above. After 200 seconds,
V∞ decreases to 9.5 m/s and the wind direction changes
15◦clockwise from the reference direction. With the same
L, initial conditions and tuning parameters (except for σ
that changes to 1× 10−6 after 200 seconds), the technique
is utilized to optimize the power generated. The simulation
result for this example is presented in Figure 6.

5.4 Results
For example 3, J∗ = 4.4529 × 107 Watts and u∗ =
[0.3333, · · · , 0.3172]>. That is ∀i ∈ VGd

: u∗i = 0.3333
while ∀i ∈ VGu

: u∗i = 0.3172. From Figure 6, it is seen
that as V∞ decreases, the wind farm power decreases.
Additionally, the change in the wind direction (which
introduces wake interactions) causes a further decrease
in the power generation. Even with these changes, the
distributed controllers are still able to track the optimum.
This confirms the effectiveness of the technique.

6. CONCLUSION

In this paper, we have utilized a time-varying extremum
seeking control technique for discrete-time systems in a
distributed and a collaborative fashion to solve a wind
farm power maximization problem. Additionally, this
problem has been addressed over fixed and varying free
stream wind speed and direction. Our results show the
effectiveness and the technique. Although the main focus
of this paper is on the control of wind farms, this tech-
nique can also be applied to other complex systems such
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Fig. 3. Wind farm power and the axial induction factors
over time at constant free stream wind speed and
direction.
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Fig. 4. Wind farm power and the axial induction factors
over time at constant free stream wind speed and
varying wind direction causing partial wake interac-
tions.

as chemical, food, water treatment and pharmaceutical
plants. Our next step is to address this problem over time
-varying communication networks.
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