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The decision hierarchy is based on
“time scale separation”
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PROCESS

“Advanced control”
If single-loop feedback control
(PID) alone is not good enough

Design based on simple elements
1.  Cascade control (measure and control internal variable, y,)
2.  Feedforward control (measure disturbance, d)
Including ratio control
Selectors (max,min)
Input resetting (=midranging = valve position control)
Split range control
Multivariable control
Single-loop control (decentralisexd)
RGA
Decoupling
For interactive process (where RGA is unfavorable)
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1. Cascade control

Idea: make use of extra “local” output measurement (y,)
im Iemt)entation: Controller (“master”) gives setpoint to another controller
“slave”

—  Without cascade: “Master” controller directly adjusts u (input, MV) to control y (primary output, sometimes called y,)
—  With cascade: Local “slave” controller uses u to control “extra”/fast measurement (y,). *
“Master” controller adjusts setpoint y,,.

*  Example: Flow controller on valve (very common!)
— y=level Hin tank (or could be temperature etc.)
— u =valve position (z)
— vy, = flowrate q through valve

WITHOUT CASCADE WITH CASCADE
flow in Hs flow in E H
e b
lé MV=z2 . E MV:st qs
i valve position ‘ Vo=
H € mmmm e 25
; @ _ measured
4%_' v u=z i flow
flow out Nl H_ N
flow out

*Comment: Another approach that uses extra measurements to improve control is «Full state feedback»

What are the benefits of adding a flow
controller (inner cascade)?

S

1
Gs &
Y,
AL
iy /P
Extra measurementy, = q — q X
P (%) z E
b > N > n
+ oy

L
UZ74 A

Flow rate: ¢ = C, f(2) /%

1. Counteracts nonlinearity in valve, f(z)
. With fast flow control we can assume q = g

2. Eliminates effect of disturbances in p1 and p2 0 —
(FC reacts faster than outer level loop) (valve opening)
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Block diagram o

Y229
- | measured
LU=z i flow

L i
Py flow out P2

T,

o Valve s dy
r + + g
B K |»1_?——{ Ka }—”-| G, [+ G, L

Figure 10.11: Common case of cascade control where the primary output i, depends directly on the
extra measurement jy»

Level control with slave flow controller:

u =z (valve position, flow out) Transfer functions:

y;=H G, = k(z)/(ts+1) where k(z) = dq/dz (nonlinear!)
Y.=4 G, =-1/(As)

d’; =flowin K, = Level controller

d; = p;-p, K, = Flow controller

T, = G,Ko/(1+G,Ky) ~ 1/(tey s + 1)

Counteracting nonlinearity using cascade control:

Process gain variation (G,) -> Closed-loop
time constant variation in slave loop (T,)

Proof:
* Slave controller with u, = z (valve position) and y,=q (flow) .
* Assume nonlinear valve, so slope of valve characteristic f(z) varies with z
* Valve model: First order with varying gain k (k is given by slope of f(z)) :
G, =k(z) / (ts+1)
* K,: PI-controller with gain K and integral time 1= 1.
K,(s) =K (ts+1) / (1s)
* Loop transfer function
L, =G,K, =Kk /(ts) =1/ (1,5)
where 10, = t/(k K.)
*  With slave (flow) controller:

* T,= Transfer function from y, to y, («effective input dynamics» for master loop):
T, =L,/(14L,) = U(tey s + 1)
e So variation in k translates into variation in 7,
— In practise this gives a variation in the effective time delay in the master loop
— Low gain k for valve gives large 1, (bad)

— IMPORTANT: Need 1, (time constant master) > 5 T, (approx.) for the variation in 7, to
be unimportant, so inner loop should be fast,
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General case (“parallel cascade”)

ih

Not always helpful..
]
y, must be closely

related to y,

1

Flant

Master contra

{2} Extra measurements 32 (conventional cascade control)

Special common case (“series cascade”)

T2 dy dy
1 i.T o K |1f | u | : +§+ - t£+ "
- K - K, L G & S e
¥z

Figure 10.11: Common case of cascade control where the primary output j; depends directly on the
exira measure ment

From book (series cascade control ):

D, Dy
Gy Gq1
MV,=y,, MV(u)=P G2
¥op1 Yapl 0 B Y2 L Y2 &
— Ky G Gez 1] G = Gpz [ G
Master Slave
controller controller
Yz
- Go
Y,
ml G
Figure 15.4
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When use (series) cascade ?

Master Slave

controller gy controller nr-_r d 1 f!l
i 50 + !
—ET—{‘ 5 K, |—i}»—.{_ Ka }—-'” a, X fe L
Y2

Figure 10.11: Common case of cascade control where the primary output iy, depends directly on the
extra measurement g2

1. Disturbances d, arising within the secondary loop (before y,) are corrected by the secondary
controller before they can influence the primary variable y,
2. Phase lag existing in the secondary part of the process (G,) is reduced by the secondary loop.
This improves the speed of response of the primary loop.
—  Example: Double integrating process. G,=1/s, G,= e¥/s
3. Gainvariations in G, are overcome within its own loop.

Thus, use cascade control (with an extra secondary measurement y,) when:
1. Thedisturbance d, is significant

2. G, has a large effective delay

3. The plant G, is nonlinear or varies with time or is uncertain.

Design / tuning (see also in tuning-part): Example: Flow cascade for level control
d First design K, (“fast loop”) to deal with d, u =2z y,=q, y;=H,
*  Then design K, to deal with d, K;=LC, K,=FC

Tuning for common “series cascade”

* First tune fast inner loop (“slave”)
— Design K, based on model G,

* Then with slave closed, tune slower outer loop
(“master”):

— Design K, based on model T,*G,
* where T, = G, K,/(1+G, K,) is closed-loop response from y,
toy,
* With SIMC, T, ~ 2 5/(,, s+1)
— Comment: Note that T, has gain 1 provided K, has integral action

(independent of G,!), which explains why cascade control
counteracts nonlinearity in G,
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Example 1: Similar to shower process

= FTh Looong pipe ‘

e u=Q
/v 6=100s 1 y=T
o oo [ H=) d=T.
7=20s V’\Ll\l'

d

Step disturbance (d)

Step

suml T it To Workspace1
setpoint i Tank

Delay (PE)
1

Simulink model: tunepid1_ex1
Note: level control not_explicitly included in simulation (assume constant level)

Disturbance response with no control

d=Tr ¢ .
/,\ W Looong pipe

6=100s N —

L e

S Q CJO T - \LC/'

7=20s V”J"w

y=T

u

Open-loop

0.5¢ /
//

I
=0

o< c
1

]
—
-

Temperature
\
o

—u
AL |—T
—T

f

|
|
1} -
/T
|
|
|
|
|
|
|
|
|
|

200 400 600 800
Time, [s]
Ke=0; taui=9999; % no control

Yestart simulation (press green button)
plot (time,u,time, T, time, Tf), axis([0 800 -1.5 1.5])
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Witho

i=20; % SIMC Pl-control
press green button)
time,T1), axis((0 800 -1.5 1.5])

plot(time,u,t

G = G,G,= exp(-100s)/(20s+1)(s+1)
11) SIMC PI tuning rule with 7, = 8 = 100. u=Q
K. = (1/k)11/(7c + 6) = 20/200 = 0.1; 77 = min(7y, 4(7 + #) = 20 y= T
d=Tg
Pl Controller
15
1 S—
J/ H
o 05 /J T
2 / N
g g
g 0 L ~— < No offset
5 o
F 05 [l O\
L | — T' e S S
15 200 400 600 800
w F T
/l\ A fic
| sy
" JOT iy bl
€ )& V"J'Jr
T

u

d=T F T,

Slave controller
(inner loop)

Measure also T,: Cascade control is much better

0
A__A

§ T {—
=QTe |y,=T, oo L/C/]

v T [P
ik
I’

G,= exp(-100s)/(20s+1)
G,=1/(s+1)

Master controller
(outer loop)

Cascade Controller

15 T - -
u
1r =1
Figure 1.1 Common case o cascade contl wheethe primay ciput , dends ity cn he
et mewsueen g3 —T
i :
g e P o 051 e T ]
= < a
S
‘ =] 2
\:I Tt L h— M
vﬂjﬁ*{:ﬂ ?ﬂ iﬁl @ 0
i e N o
= [ g
— i &
"] -051
m-ﬁm..m
-1t
o i
ek To Workapace:
Ke2=0.1;taui2=1; % inner loop with tauc2=10 -1.5 z : L
Ke=0.119; taui=25; % outer loop with tauc=105 0 200 400 600 8
sim(tunepid1_ex_cascade’) %start simulation .
plot{time,u,time,T time,T,time, T0), axis([0 800-L5 1.5]) Time, [s]
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Question: Will setpoint tracking fory, =T
be improved with cascade (in this case)?

Question: Will setpoint tracking fory, =T
be improved with cascade (in this case)?

* No, since there was essentially no dynamics in
G2=1/(s+1), it is actually slightly worse (tauc
increased from 100 to 105).
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Example 2

(almost double integrating process)

d 2
Ssbace
M=%

i

Oub{low=disuphanc -d1

] _
%05) 91(s)

Obp ki s Use hego ko @bk ek
Gasady > Add (low combrsther for =% (Cwat (o0p )

Pl-control: Without cascade

Integrating process with large effective delay -> control poor

s=tf('s")
gl1=1/s

g2 = exp(-s)/(20*s+1)

Without cascade: )
y1 = gu where g = g19> = —SEQB()sflj

~ €

Half rule for integrating process (time constant 7 — oc): g = =

SIMC PI-tunings with 7. = # = 11 (Note: large effective delay!):
S T T T S

Ke=grgp = 11 = 0.045

71 = min{7,4(7, + )} = min{co, 4(11 + 11)} = 88

11/13/2017



Pl-control: With cascade

d2

Master Slave Sep©

step (@)1

a ]

To Workspace2

Clock

Fast inner loop with yo = g (control of flow between tanks):
Yz = gou where gy = (23:_-;-11
SIMC Pl-tunings. We are a bit conservative and use 7, = 26 = 2]
Ko=1tg=12-=67
2= Fn T 131 -

7o = min{7, 4(7. + 8)} = min{20,4(2 4+ 1)} =12

To Viorkspace3

Fast inner loop (slave loop): Takes
~~care of disturbances inside slave loop (d2).

Also eliminates nonlinearity in g2: provides
linear response from y2s (MV for master) to y4

In this case:

G, has dynamics so also
have benefit of faster outer
loop (master loop has tauc
reduced from 11 to 3):

Get better rejection also of
disturbances outside slave
loop (d1) + better setpoint

e

Slower outer loop with y; = level and MV =gy, = g.:
¥ = G1ls.
Model g, can be found experimentally with inner loop closed.

Alternative: use model. For series cascade process:

01 = g1 75~ where g1 =1

Approximation of inner loop (SIMC): 28— = =— — =

Resulting model using half rule: g; = S(;s—il) =

SIMC Pl-tunings. We are again bit conservative and use 7, = 1.56 = 3
1.1

Ka=4—lg=1s5=02
T = mm{r 47 +6)} = min{oo, 4(3 +2)} = 20

—5a —s
T+ezge  Testl 2s+1
- 2

s

# — 1342

resnonse (v1s)

Simulation cascade control

4

35 |

25 |

yt

'WITHOUT GASCADE

A SN
|~

W
0.5 1 |

O[/ 1 L 1

ITH CASCADE

100 200 300 4
Setpoint change for y1 at t=0

00 500 600

Disturbance d2=0.1 (at input to g2, inside slave loop) at t=200
Disturbance d1=0.1 (at input to g1, outside slave loop) at t=400

11/13/2017

10



Details

Pl-control: With cascade

I R e

step (@)1

1. Fast inner loop (slave) with y2 = g (control of flow between tanks):
Yo = gou Where go = QSTJrl)

SIMC Pl-tunings. We 7. = 26 = 2 (which seems a bit conservative, but it|
actually gives a "speedup” of a factor 20/2=10 compared to the open-loop):

N _1_20 _
Koy = kTe+6 1 =6.7

2+11
772 = min{7, 4(7. + 6)} = min{20,4(2+ 1)} = 12

Details

Pl-control: With cascade

step (@)1

iclocig To Workspace

2. Slower outer loop (master) with y; = level and MV = ys, = g.:
h = 1y2s
Model g1(e2) can be found experimentally with inner loop closed.

Alternative: use model. For series cascade process:
91 = g1 772~ where g, =+

l+eago B

: : . —835 —a

- 0, C. 2 ~ € 1=}
Approximation of inner loop (SIMC): —23-—1+0292 B e

Resulting model (for tuning of master loop) using half rule: g, = ﬁ a2 B—
SIMC PI-tunings. We are again bit conservative and use 7, = 1.5 = 3:
co— L 1 1 1 _ 7
Ko = R To+0 1342 0'2_
T = mm{r.—l(Tc +6)} =min{oc,4(3+2)} =20

11/13/2017
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Details s=tf('s’) Kc= 0.0455
gl1=1/s taui= 88
WITHOUT CASCADE g2 = exp(-s)/(20*s+1)taud = 0
d2 d1
r
To Workspace2 S_tepz F
yls
] v f N numfs) > Y
Step den(s) To Workspace1
Sum  pip (series)
@—b Tid
Clock To Workspace u
To Workspace3
File: tunepid4_cascade0
Details s=tf('s") Kc1 = 0.2000
gl=1/s tauit= 20
WITH CASCADE g2 = eXp(-S)/(20*5+1) Kec2 = 6.7000
taui2= 12

d2 d1

Step (d)1

num(s)

= num(s) -
tauils i
Sum2 taui2.s sumi 02 Sum3 o}
PI-1 P2

Step, ys

To Workspace2

To Workspace

» u

Clock To Workspace

File: tunepid4_cascade

To Workspace3

11/13/2017
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Details
Simulation cascade control
2| 'WITHOUT GASCADE
yl .|
| WITH CASCADE
0.5 1
|/
0 I L 1 L L L
’ Sgﬁ)oint chg)?'nge for ysgoat t=0 . e 600
Disturbance d2=0.1 (at input to g2, inside slave loop) at t=200
Disturbance d1=0.1 (at input to g1, outside slave loop) at t=400
Details

“No free lunch”

Input usage (u) larger with cascade

0.5

0.4

0.3

0.2

0.1

0

-0.1

02

-0.3 |

0.4 |

-0.5

U WITH CASCADE |

Note: For disturbance d, the lunch is almost freg

B WITHOUT CASCADE

0

100

200 300 400 500 600

11/13/2017
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2. Feedforward control

Mainly: For disturbances where feedback control is not good enough.

Measurement d
* Model:y=gu+g,d dy,
. | Edm |
* Measured disturbance: d, = g4, d
* Feedforward controller: u =c. d,,
* Gety=(gCyx8ym+8yd Cq g,
* ldeal feedforward:
V=0 -> Crrigea = (847 (8am 8)
* Actual feedforward: u y
Y = (8 Cer Bam + 84) d = (1 — Ce/ Crpjgeal) 84 d g
where c.((s) must be realizable
— Order pole polynomial > order zero polynomial
—  No prediction allowed (6 can not be negative)
— And must avoid that C¢ has too high gain (to avoid aggressive input changes)
— Common simplification: ¢ = k
— General. Approximate Ceg e, bY
(Tys+1)-- —Bs

crr(3) = K mrmsr—°
where must have at least as many 7's as T''s

When use feedforward?

Feedforward is helpful if

1. The reason for poor feedback control is that the
measurement of y has a long delay (but g itself has a
short delay)

2. The disturbance response (g,) is “slow” compared to
input response (g)

* Crrideal = ~ 84/ (84m 8) is then realizable, which means that the
feedforward has “enough time” to take the right action

* Forexample, if g, has a larger delay than g (so that cgg 4., has a
delay) or if g, has a larger time constant than g

* Note: If the reason for poor feedback control is a large
delay in g, then adding feedforward will not help very
much

Note: g does not include the measurement dynamics for y

11/13/2017
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d2 dl ¢
A e 1 :
S x|
0.\)\\1(*—{‘\11 . U Mtq,o M U)"‘ ml \“:MV.QIA. ‘
Yy = gu+ gardy + gaads p
Feedforward control: u = cppdm
Ideal feedforward controller: cpp = —55‘3
Example (assume perfect measurements, ggm, = 1):
9(5) = 3(’2605+1)
ga1(s) = %
9a3(8) = 50571y
Disturbance 1:
Ideal: cppy = —(20s + 1)e® (has prediction + has more zeros than poles)
Actual: cpp = —1 - 2251 where 7 is tuning parameter

T8+1
(smaller 7 gives better control, but requires more input usage).

Comment: In the simulation we use = = 2 which ic quite aggressive: T = 20 would give cppy = —1.

Disturbance 2:
Ideal: ¢ = .
Fh2 «Chicken factor»
Actual: cpps = —1
Comment: In practice, one often sets the feedforward gain about 80% of the theoretical,
that is, cppa = —0.8. This is to aveid that the feedforward controller overreacts, which may

confuse the operators. It also makes the feedforward action more robust.

11/13/2017
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Feedforward control (measure d1 & d2)

d1: cff = -(20*s+1)/(2*s+1)
d2: cff2 = -1 (not shown)

r

To Workspace2

- P+ Ly num(s)

Step = den(s)
Sum D (series)

L y

To Waorkspacei

@—P Tid

Flok To Workspace d H
To Waorkspace3
Simulation feedforward
a
35 ] ‘/ \H
3l / \ / \‘ |
/ \\ w \ FEEDBACK ONLY
" \ / \
N
15 | \ \
~ )
1+ / \ /J \ — \\/
05 | / FEEDFORWARD ADDED FOR d1 arld d2
/
0 / L L I I I
Setpoint d2 d1
change

11/13/2017
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Main problem feedforward: Need good models
“If process gain increases by more than a factor 2, then
ideal feedforward control is worse than no control”

* Proof:y=gu+g,d where u=cd
* Ildeal:y=gc,d+g,d=0
— So want term “g c;; d” equal to “-g4 d” (gives Crpjgeq = - 84/8)
* Real: If g has increased by a factor x then
y =x(-84d) + g4 d = (-x+1) g, d
For x>2: |-x+1|>1 (worse than no control)....

. Example x=2.1, g4 d=1,
No control:y=g,d=1
* Ideal:y=0

* Real:y=(-2.1+1)*1 =-1.1 (which is greater than 1 in magnitude, soy
overshoots y by more than 1 on the other side...)

Ratio control (most common case of
feedforward)

Example: Process with two feeds q,(d) and q, (u), where ratio should be constant.

Use multiplication block (x):

(92/91)s

(desired flow ratio)

qQi____ SRS
(measured (MV: manipulated variable)

flow
disturbance)

“Measure disturbance (d=q,) and adjust input (u=q,) such that
ratio is at given value (9,/q4)s”

11/13/2017
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Usually: Combine ratio (feedforward)
with feedback

* Adjust (q1/g2), based on feedback from
process, for example, composition controller.
* This is a special case of cascade control

— Example cake baking: Use recipe (ratio control = feedforward), but
adjust ratio if result is not as desired (feedback)

— Example evaporator: Fix ratio q,/q, (and use feedback from T to fine
tune ratio)

EXAMPLE: MIXING PROCESS

RATIO CONTROL with outer cascade (to adjust ratio setpoint)

(92/91)s
d1 ,m q2,s
N
gy [m3/s]
C, [mol/m3] 92,m Coo
Concentrate Water
| IS S S H
/C@ Cm c Ck """" @
\T | i q[m3ss]

i, c¢[mol/m3]

Diluted product

Potential problem outer feedback loop (CC: composition controller):
Gain from MV = (q2/q1), to CV=c will vary because of multiplication with q1,m.
So outer loop must have robust tunings to get high gain margin (large tauc)

11/13/2017
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Ratio control

* Itissimple
* Book has some strange suggestions, for example,
Figure 14.5

Disturbance stream, d

Disturbance stream, d J\

@
T b
d |
1%m {
F'rj ' " h o_
1dm X
/’\- Ratio controller \I/ &
Divider \\;/ -—R_m__@ _______ Ratio ;?: point iSF! point ug, "
1 (e

Manipulated stream u

M ulated m
Figure 14.5 Ratio control, Method I. pSEiod Krenth
Figure 14.6 Ratio control, Method II

Bad solution Ok if implemented as shown in red

3. Other control configuration
elements

* Control configuration. The restrictions imposed on the overall controller by
decomposing it into a set of local controllers (subcontrollers, units, elements, blocks)
with predetermined links and with a possibly predetermined design sequence where
subcontrollers are designed locally.

Some control configuration elements:

*  Cascade controllers (One MV, two CVs but only one has setpoint)

*  Decentralized controllers (One MV, One CV)

*  Feedforward elements (Measure DV, Adjust MV)

*  Decoupling elements (Measure another MV2, Adjust MV1)

e Split-range control: Two MVs needed to cover whole range at steady state one CV

* Input resetting/Valve position control/Midranging control: Two MVs (one to improve
dynamics) , one CV

* Constraint control : One MV, one CV: But MV is used only on one side of constraint,
Cvlimit=CVs.

Example Heater: MC=Q, CV=T. Constraint T>20C. We have Q=0 when T>20C

e Override selector : One MV, two CVs. CV1 has desired setpoint which may be given up

when CV2 exceeds limit

11/13/2017
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Use of extra inputs

Two different cases

1. Have extra dynamic inputs (degrees of freedom)
Cascade implementation: “Input resetting to ideal resting value”
Example: Heat exchanger with extra bypass
Also known as: Midranging control, valve position control

2. Need several inputs to cover whole range (because primary
input may saturate) (steady-state)
Split-range control
Example 1: Control of room temperature using AC (summer),
heater (winter), fireplace (winter cold)
Example 2: Pressure control using purge and inert feed
(distillation)

Split Range Temperature Control

(Two MVs needed to cover whole range, one CV)

Split range control is used when we need to inputs to cover the whole output range (at steady state),
for example, we need both heating and cooling in a house to control temperature.
The range is split so that only one input is active for control at a time

@

11/13/2017
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Split Range Temperature Control

Signal to Control Valve

100
80
? 60 B
s Cooling Steam
40 - Water
20
0
1 Controller output (u)
R 1 .
Note: may adjust the location er EO to make process
gains equal

Extra inputs, dynamically

'l'.u: + _ ity
I =

Flant -

= ez
Iy | -

(b Extra inputs @y (input resetting)

* Exercise: Explain how “valve position control”
fits into this framework. As en example
consider a heat exchanger with bypass

11/13/2017
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QUIZ: Heat exchanger with bypass

closed

ol

ds
P

A 4

Thot‘ y

*Want tight control of T,
*Primary input: CW
*Secondary input: gg
*Proposed control structure?

Alternative 1

closed

@‘ ______ V¥ Toot

Use primary input CW: TOO SLOW

11/13/2017
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Alternative 2

closed

<

< m
W

@)

Use “dynamic” input qg

Advantage: Very fast response (no delay)
Problem: gz is too small to cover whole range
+ has small steady-state effect

Alternative 3: Valve position control (input
resetting) Two MVs (one to improve dynamics), one CV

closed
<
\ 4
- -
1
cv
] Qs
: } R amn
' TW Thot :_____@__ UBs
:~ S '
I 1
1 1
1 1
1 1
e o o e e e e e e = ¥

TC: Gives fast control of T, using the “dynamic” input qg

FC: Resets gz to its setpoint (IRV) (e.g. 5%) using the “primary” input CW

IRV = ideal resting value

Also called: “valve position control” (Shinskey) and “midranging control” (Sweden)

11/13/2017
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Constraint control

One MV (u), One CV which only needs to be controlled when it reaches constraint.

Assume that u=0 (or more generally u=u,) gives acceptable control for some
disturbances.

Controller activates (u>0) when CV (y) is on the undesired side of ys=CVlimit.
“Works by itself” but make sure you have anti windup in controller.

Here is a long explanation which probably only confuses

— Keep CV above or below limit using an available (“extra”) input which we would normally do
not want to use (and which we therefore may say “works only in one direction”).

— So the controller is only activates (u>0) when CV is on the undesired side of CVs=Cvlimit.
Controller will then keep CV=CVs=CVlimit until we again return to u=0 (when the disturbance
goes away). At this point we are on the desired side of the constraint and the controller is
inactive (u=0 and CV on the right side of CVlimit).

— Example 1: Keep TV>Tmin = 5C in cabin by using heating (it will normally be hotter so heating
is only used when constraint is reached)

— Example 2: Minimum flow for pump or compressor using recycle valve.

— Comment: if we need to control CV at CVs=CVlimit all the time, then we need one more input
(and may use split range control) to handle some disturbances.

Yd

u > u=max(uy,u,)
o 157

Selector: One MV and two CVs

*  Must control output (y,=CV,, y,=CV,) with highest priority
— Selectors
* Implementation:

— Alt. 1. Several controllers (with the same u=MV)
* Selects max (or min) MV value, u = max(ul,u2)
« Often used to handle changes in active constraints

tu=max(uy,u,)
1 —_
- = |
Example: one heater for two rooms. T1 = 20C (desired), T2>10C | 2 |

- Max-selector
- Must give up controlling T1if T2 drops below 10C
— Could also say that requirement is T1> 20C, T2> 10C.
Example: Petlyuk distillation column
— Heat input (V) is used to control three compositions using max-selector

- Two products will be better than setpoint (“overpurified”) at any given time
— Alt. 2. One controller (with several CVs) (Tmmmmmmsmmssssssoooooooooooon )
« Selects max or min CV value, y = max(y1,y2)

* More general, e = max(el,e2), e = y-ys y=max(y,,y,) ‘u
*  Simpler than Alt.1, but dynamics from u to Y ! o . :

y1 and y2 must be similar

Example: Control hot-spot n reactor or furnace.
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Override selector: Alt. 1
or

Override selectors are used when you normally want to keep y1 at a setpoint, but you must make sure that y2
(higher priority) does not exceed a limit. When y2 is controlled one must give up control of y1. (The reason for
y2 exceeding its limit may be a disturbance or because the input used to control y2 has saturated)

i A"
Hign £ qmin,s
Holding tank "5" N s

v

= H !
| :‘s',-.
I p

P’ 2
: (F1)
| [
s I Figure 15.15 A selective control
. h Y - system to handle a sand/water

Variable speed pump ;A e = o o gy
=N pond slurry

Comment: Could instead have a “lower” flow controller which is active all the time,
and let LC set q,. This is probably a better solution

Override selector. Alt. 2

* Hot-spot control in reactor or furnace

e Comment: Could use Alt. 2 (many controllers) for hot-spot control, with
each temperature controller (c,, c,,...) computing the heat input (u;=Q;,
u,=Q,, ....) and then select u = min(u,, u,, ...), but it is more complicated.

— Question: Why u = min(uy, u,, ...) and not u = max(u,, u,, ...) ?
— Answer: Because Q is heating (would get max if Q was cooling)

11/13/2017
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LNG-plant

Black valve = normally closed
Keep pressure within bounds with extra MVs (Different setpoints, alternative to split range).

1 ]
____________ | I— 1
Override ; '\

1 Temperature must be above
low limit (superheated) to
avoid liquid in compressor

Low Selector :
(avoids that L
operator

sets too

high flow)

25-HX-102

NG LNG

Not finished....

cvwith [Vwith | mys Extra | Meas. Comment
setpoint [imit meas. .
disturb
output | ances
1 1 SISO
1* 1 1 Feedforward (including *CV not measured
ratio)
1 1 1 Cascade
1 lormore g Selector (override) Low priority: CV1=setpoint

High priority: CV2 bound
Higher priority: CV3 bound

1 2 Splitrange Extra MVs needed for steady state

Input resetting (mid-
ranging)/ Parallell

Extra MVs to improve dynamics (IRV-setpoint for MV2)

1 1 Constraint control = SISO Increasing MV moves away from constraint

11/13/2017
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Process control*: Throughput
manipulator (TPM)

* TPM (“gas pedal”): Sets the production rate.
* Where is the TPM located for the process?
— Usually at the feed, but not always!
— Important decision because it determines the control structure

* Inventory control (Level and pressure) must be radiating
around TPM:

......................................

*”|f it has a TPM it is process control”

* Usually only one TPM

— To get consistent mass balance: Can only fix same flow
once

* All inventories (level, pressure) must be regulated by
— Controller, or

— “self-regulated” (e.g., overflow for level, open valve for
pressure)

— Exception closed system: Must leave one inventory (level)
uncontrolled

* Rule for maximizing production: Locate TPM at
bottleneck.

11/13/2017
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QUIZ. Are these structures workable? Yes or No?

F‘C;
v TPM
1! r—=m—N
| s = - A
R _
i = L =@ — = e |
*TPM éjl’PM ; i —.
-;é]r - :";E el o s - .
I (| « I
kS
:é.‘ BC "TAT%/I#"_’;:—‘_\ ©
vy TPM ‘ I f :
®-ﬂ P '~ ] _—
+ E% | I %
o
«« IR [ S p—— TPM
) FC;‘ PF’ LU @ my r@
Gh e e
Al I : ©
——%—:—0—:—5’%—- Figws 2 8: foventory conrol fox closed system.
Iomo
ventory m

Quiz 2. Workable? Yes or No
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4. Multivariable control

1. Single-loop control (decentralized)
2. Decoupling (similar to feedforward)
3. Model predictive control (MPC)

RGA in here

* For choosing pairings for decentralized
control

* See separate slides
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Single-loop control = Decentralized control

Use for: Noninteracting process and no change in active
constraints

+ Tuning may be done on-line

+ No or minimal model requirements

+ Easy to fix and change

- Need to determine pairing

- Performance loss compared to multivariable control

- Complicated logic required for reconfiguration when
active constraints move

Decentralized control tuning

Independent design
— Use when small interactions (RGA close to 1)

Sequential design (similar to cascade)
— Start with fast loop

— NOTE: If close on negative RGA, system will go
unstable of fast (inner) loop saturates
— Sequential vs. independent design
* + Generally better performance, but
* - outer loop gets slow, and
* -loops depend on each other

11/13/2017
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If interactions cause poor
performance for single-loop control

Possible solutions:

I.  Adding fast loop to break interactions
(cascade control)

II. Decoupling
. MPC

Breaking interactions with cascade
control (fast slave loop)

Example 1. Control of level and pressure in separator
* MVs: Valve positions for liquid and gas out

* Highly interactive

* Interactions an be avoided with cascade! How?

Example 2. Control of compositions in distillation column
* MVs: Reflux and heat input (boilup)

* Time delay on composition measurements

* Highly interactive

* Can to some extent be avoided with cascade (inner temperature
loop)
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One-way Decoupling (improved control of y,)

one-way coupled process

i Uy Y1
¢ ! |
-y, ; D !
i -‘glz/gll 2n g12 |
| 221 2533
¢ : —
Y2 ; t 3
DERIVATION
Process: ViTgn i tgpw (1)

V2= 8 Ut gnw (2)

Consider u, as disturbance for control of y,.
Think «feedforward»: Adjust u; to make y,=0. (1) gives u; = - (g,,/g;;) U,

Two-way Decoupling:
Standard implementation (Seborg)

decoupled process = ([G] 4,0

-V Cq

gu g2
221 g»

1Y, ¢, ub

... but note that diagonal elements of decoupled process are different from G
Problem for tuning!

Process: Vi=gutgnu,
Decoupled process: y, = (g,-212*821/82,) u,” + 0%uy’
Similar for y,.

11/13/2017
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Sigurd recommends this alternative!

Two-way Decoupling:

«Inverted» implementation (Shinskey)

decoupled process= Gy,

Y ¢,

g
21

-y I u,

g2
2593

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Advantages: (1) Decoupled process has same diagonal elements as G. Easy tuning!
(2) Handles input saturation! (if ul and u2 are actual inputs)

Proof (1):y, =g, U; + &, Uy, Where u; = Uy’ — (8,,/811)U,.
Gives :y; =g, u’; +0* u,’
Similar: v, =0*u,’ +g,,u.’

Pairing and decoupling

* To get ideal decoupling, offdiagonal elements

should have smaller effective delay than the

diagonal elements

* Thus, we should pair on elements with small

effective delay (“pair close rule”)

* Pairing on negative steady state RGA elements is

not a problem if we use decoupling

— Because negative RGA-elements are caused by

interactions, which is what we are cancelling with

decoupling
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5. Advanced multivariable control with explicit
constraint handling = MPC

Use for: Interacting process and changes in active
constraints

+ Easy handling of feedforward control

+ Easy handling of changing constraints
» often no need for logic
* smooth transition

Requires multivariable dynamic model
Tuning may be difficult

Less transparent

- “Everything goes down at the same time”

MPC = model predictive control

Multivariable control:
MPC versus decoupling
* Both MPC and decoupling require a
multivariable process model

* MPC is usually preferred instead of decoupling
because it can also handle feedforward
control, nonsquare processes (cascade, input
resetting) etc.

MPC = Model predictive control

11/13/2017
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Model predictive control (MPC) =

“online optimal contro

The quadratic program of equations (1)-(5) is solved
each confrol sample to find the optimal control

actions.

o ; 7 AuL P/
min v, O, Vi +U, O, + A" PAU

Uy < U< Uy,
Au <Au<Au
Yom =V Vo

y=M(y.u.d.v)

Discretize in time:

y= [yl y2“'yn]
u =[ul uz...uk]
Au :[AuI Auz...Auk]

Au, =u, —u,_|

Yaev=Y-Ys
Ugey=U-Ug

Note: Implement only current input Au,

€3
@
3
(C)]
&)

I”

CV set point - changes at t;

CV - optimized prediction

MV - optimized prediction

Legend:
@ CV evaluation points due to MV blocking
[ €V evaluation points, equally distributed

ts 1+ Bt
horizon

Fig. 1. MV blocking and CV evaluation

The quadratic objective function (1) penalizes C'V (1)
deviations from set point, MV (u) deviations from
ideal values, and MV moves. The constraints are:
MV high and low limits (2): MV rate of change
limits (3): and CV high and low limits (4). The
dynamic model (5) predicts the CV response from
past and future CV and MV values as well as past
DV (d) values and estimated and optionally predicted
unmeasured disturbances v.

Implementation MPC project
(Stig Strand, Statoil)

e Initial MV/CV/DV selection

*  DCS preparation (controller tuning, instrumentation, MV handles, communication logics etc)
*  Control room operator pre-training and motivation
*  Product quality control = Data collection (process/lab) = Inferential model

*  MV/DV step testing = dynamic models

*  Model judgement/singularity analysis = remove models? change models?
*  MPC pre-tuning by simulation = MPC activation — step by step and with care — challenging different

constraint combinations — adjust models?
e Control room operator training

*  MPCin normal operation, with at least 99% service factor

DCS = “distributed control system” = Basic PID control layer

70
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Depropaniser Train 100 — 24-VE-107

24-VA-102

Kjolevann

24LC1001.VYA

" N Y | wpATAD Propane
Bottoms from deetaniser E— 2 oo ) Y
s
_ | WL T 7 |
. T S e ——
_ Controlled variables (CV) = Product qualities, column deltaP +

Manipulated variables (MV) = Set points to PID controllers

Disturbance variables (DV) = Feedforward

24-VE-107

LP steam

Debutaniser 24-VE-108|

LP condensate

Depropaniser Train100 step testing
3 days —normal operation during night
e
e ~ L F
‘ g
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B NAN /A 1 5000 Ui
s VIV I =L
7ED\DD‘ ﬂ r'_p‘_‘-\;i

Eesme e [ e S [

24TC1022vwWA A TiksTRK

M2 =Ts 27

wrva o
o ] =
B o I
P - . —
- Lv1=|uvwm| ION PA J’“Lj\ﬁ AN
N # vy h S vy g |
2uamonse —
w1CV2=ZBOTTOM COMPQOSITION
2 N A S,
o A e
wCV3=4Ap R
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Estimator: inferential models
Analyser responses are delayed — temperature measurements respond 20 min earlier

Combine tem= erature measurements > D redicts D roduct g ualities well
=IDEPROPT 100 [MASTER] - Analyse/Estimat -8 x]

Fie Bun System CALC DEPROPTIOD DisplayGroup Logon Help

24AR1008D

CV1=TOP COMPOSITION N o
‘ FALUA IARTAA Fol
n / 2\ O A

/ e I N A P

244v1008D A e
>
o

Calculated by 24T11011 !Qray 39) . 1 ,A\

| AN IAWAV Y Vsl
n / % TS VAR

2asmto0se
0277777
oo CV2=BOTTOM-COMPOSITION
P
& A )
" i o o A [
\) hd ¥ g —
24‘Av1 005C 4 IVF,/,TE%
| Calculated by 34TC1022 (t5), 24TI1018 (bottom), 24TI1012 (t17) and:24TI1011 (39) ¢
P
B il
" et £ M ,"'A‘N\J \ S A Ao S nvAv! \’ l 77777
Depropaniser Train100 step testing — Final model
Step response models:
MV I=reflux set point increase of 1 kg/h
MV2=temperature set point increase of 1 degree C
DV=output increase of 1%.
20 MAGTER] _ Modeller ST
rm  CALC DEPROPT100) DisplayGroup Logon Help
24rC1000vWA A ThiTnE| 24TC1022vwWA A ThsTnk| 24Lc1000vvA A THRTRK]
st 79800 0 7.1 | %
e MV1 = L = MV2=Ts =DV =Feedrate
A 1Bk zaavivusn_zarCiousewa US| Z4AYTUBND 281 CTUZAWA uzs| zaaviuusn_zaLciuuivva ullyl
e ‘WCOMP ST 3t20min | e
Ji \
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g 0.002
CV3=Ap (e
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002
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ZIDENRONT 100 [MASTER] - Dr

Shifts to another MV/CV pair, same procedure
Interactions verified — controls 2x2 system (2 MV + 2 CV)

Depropaniser Train100 MPC — controller activation
Starts with 1 MV and 1 CV — CV set point changes, controller tuning, model verification and
corrections

— (5]

Feed from stabilizators

DV

MV

LP Steam
©

LP Condensate

gg?;”n“nm“MV,] _ L reans A sovact] 245¥10050 o A sovact]
@ 1 CV1=TOP COMPOSIT|ON
Gev004 ‘\_/,—/x\/‘\/( i L
revona R P [
Zanawwa A ksine] vaayimes A ksikE
- 875 [ 0.z
=t MV2=Ts =+ CV2=BOTTOM COMPOSITIOIN
e _ e e —
o DV =Feedrate sro] s
=] Cv3=Ap
Another column:
: o 0-65%
Deethanizer . 65-100%
CV I_::_. Flare é
Propane Fuel gas
to boilers

€

To Depropaniser
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Top: Binary separation in this case
Quality estimator vs. gas chromatograph

(use logarithmic composition to reduce nonlinearity, CV = - In X;yoqriey)

Flo Edt Vew Insot Took Window Holp

[T Tooks Window
loaalva» |20

7 temperatures

2 temperatures

=TT

Estimatar with 2

=little difference if the right temperatures are chosen

The final test: MPC in cIosed—Ioopm

fle Fle System ETCALC C2TS0OMPC DiplayGroup Logon Help

EE

Palrs

24AY3093C A scvect| 24rca050vwa A dcviac]
123 (PTRPIRIITN. - Hiviviy

Cv1 T

| A, | 2

. = MV1

-1 -85
24AY3155A A pcuacT| 24TC30527WA A tevac]
-3 87

I

-85

-84

MV2

0 e
24PC3029VYA A scuect| [ETANFODE A TiTAK
2 527 1i03] 220680

T O N e B | €2
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Conclusion MPC

* Generally simpler than previous advanced
control
* Well accepted by operators

 Statoil: Use of in-house technology and
expertise successful

Pole placement (state feedback)

* Place closed-loop poles. Old design method

» Useful for insight, but difficult to use. Not used
much in practice, at least not for linear controllers
* Basis:
— Linear system on state space form
x=Ax+ Bu

— And State feedback (assuming we know all states)
u= Kx

SIMC is “pole placement” (p=-1/tauc), but with output feedback, and we also place zeros
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8.5.1 Stability and state feedback

The poles of the transfer function, which are the zeros of its denomi-
nator polynomial, determine the dynamic characteristics of the systein,
in particular its stahility and its damping characteristics. Transferring
this statement to equation (8.60), it follows that the roots of the equa-
tion

det(s - I—-A) =0 (8.67)

are essential for the behaviour of the system. The determinant in equa-
tion (8.67) is a n-th arder polynomial in s and corresponds to the char-
acteristic polynomial. The roots of the determinant in equation (8.67)
are also designated as the eigenvalues of the matrix A. All of them must
exhibit negative real parts, if the system described by the matrix A is
supposed to be stable.

which will be combined to vield
x=(A-B K)-x (8.71)

Equation (8.71) describes a system without any input variables with the
system matrix

Ay =A-B-K . (8.72)

8.5.Z FPole placement

One possibility for the controller design is to select desirable eigenval-
ues of the matrix Ax and to determine from this and the known matrices
A and B the controller or feedback matrix K.

As an example a state feedback is to be determined according to the
mentioned procedure of pole placement for a transfer system with a
single input and a single ouput variable. Figure 8-6 shows the functional
diagram of the system with feedback.

w Ll\ u
SRR

Figure 8-6: SISO-system with state feedback

The transfer system may be be stated in controller canonical form ac-
cording to equation (8.23). The state variables of the controller canon-
ical form can be obtained for this purpose by transformation of the
original state variables in the way described in chapter 8.2. According
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