Douglas Harrell says:

Dead-time is the biggest problem for feed-back.  What would you do to try to handle dead-times of several minutes?

Sigurd Skogestad says:
If you have a large dead-time in the process (G) and want to use control, then you really have a problem. Feedforward control may be used if you know beforehand that the disturbance is coming, but with feedback there is little you can do. You can of course improve performance by using a “Smith predictor” or IMC or similar, but the improvement will be minor. The best ting to do is to reduce the delay, or to get a measurement which does not have a delay. 
Mary McDonald says:

You presented the choice between feed forward and feed back control. Is it always a choice as to one or the other? Or are there straightforward ways to work with combination of two?

Yes. Generally, we start with feedback (the simplest) and if this is not sufficient we add on feedforward control. These can be designed almost independently of each other. In the talk, I was mainly trying to illustrate the difference and to say that you should not forget the simple feedback solution which is generally more robust. 

David Klinke says:

So what happens when you have differing "cost" functions. I would think that biological systems change their "cost" functions frequently.

If the cost function changes, for example for a runner it may change from a 100m run to a marathon, then generally the optimal control structure will generally change. So you need to redo the analysis. In general, changes in the active constraints, imply that we need to redo the analysis of finding “self-optimizing” controlled variables.

UCSB says:

Q: Mehmet Mercancoz - UCSB - Most cost functions for chemical plants are linear in terms of the process variables, however the constraints representing the plant are very nonlinear in  nature. Will the variation graphs sharp, flat curves etc. representing the objective function describe these case accurately?

Yes. Indeed, the cost function itself J(x) is usually linear. In the graph I was showing J(u,d) which includes the nonlinear process model g(x,u,d)=0 implicitly. 

Douglas Harrell says:

If you don't have a model for the column, you would get the gain by changing L and seeing the response.
Yes, this is possible but I am not sure if it is sufficiently reliable. Generally, I would recommend using a model. At least for distillation columns these are readily available. A few steady-state runs with a flowsheet simulator like Hysys or Aspen then is all what is required. 
Arun Giridhar says:

Q: Slide 62. I noticed that when feedback was used on the valve the slugs died out, but the valve position has still reduced from 30% to about 20%. What is the cost tradeoff between slugging and reduced production due to a lower valve setting?

You are right that the valve got more closed when we applied feedback. But note at the end that the system goes unstable again when we leave it manual at 20%., and this was the point I was trying to make. But you are right in that it is more optimal to have an open valve, so what should be done here under feedback is to increase the pressure setpoint such that the valve opens more and brings it back where it was before. You would then find that you could increase the upstream pressure (relative to no control) which is good. In summary, there is no tradeoff of the kind you indicate, because with feedback you may get rid of the slug and at the same time increase the upstream pressure with the same average valve opening.
Mary McDonald says:

Is it possible to reduce slugging by adding another vertical pipe?

Yes, in some cases, but I do not think it has been applied on a large scale. Recall that one of the design changes I showed was a bypass pipe for gas. However, this is a quite complicated design change and it does not always work. Actually, splitting streams in parallel often creates problems that require feedback control, so control would probably be needed anyway.

Mary McDonald says:

You commented earlier about changing cost functions and one has to redo the analysis... so, the question is: Is it possible to pose the changing cost function as "uncertainty"... then what is the fundamental difference between model uncertainty and cost function uncertainty...? I am trying to figure out why it has to be a re-do for changes in cost func vs changes in model (captured as uncertainty). Comment please.
If there are parameter changes in the cost function then these may be posed as uncertainty, provided we do not get to a point when the active constraints changes. However, note that some changes, like changes in prices, can not be detected by the feedback, so one would need to adjust the setpoints in a feedforward fashion to remain optimal.

For more details see the paper “Near-optimal operation by self-optimizing control: From process control to marathon running and business systems”, Comp.Chem.Engng. (2004) 127-137. See my home.
Dan  says:

Sigurd, what is the website addrress?

Mye home page is
http://www.nt.ntnu.no/users/skoge/
Information about this webCAST presentation are found here:

http://www.nt.ntnu.no/users/skoge/webcast/
Here you also find a 7 minute video we just shot in our lab on the use of anti-slug control. It is very nice, I think. The full version is 102 MB, but there is aso a low-quality version at 2 MB
