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“The goal of my research is to 
develop simple yet rigorous 
methods to solve problems of 
engineering significance” 
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Robust control

1996 2005Berkeley, Dec. 1994
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At home doing moonshine
distillation (1979)

Distillation
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𝜏𝜏𝑐𝑐 ≥ 𝜃𝜃
Tuning parameter:

SIMC* PID tuning rule (2001,2003) 

*SIMC = Simple/Skogestad IMC

=λ
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2000, 2003, 2009
2009

2000

Chemical Engineering



How we design a control system for a complete 
chemical plant?
• Where do we start?
• What should we control? and why?
• etc.
• etc.

Sigurd at Caltech (1984)
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A1: Benzene
A2: Ethylene 
B: Ethylbenzene (product)
C: Diethylbenzene (undersired, recycled to extinction)
A1+A2 →B
B + A2 → C
C + A1 → 2B

A1+A2 →B
B + A2 → C

C + A1 → 2B

A1, A2 (recycle)

B (product)

C (recycle)

A2(feed)

A1(feed)



Alan Foss (“Critique of chemical process control theory”, 
AIChE Journal,1973):

The central issue to be resolved ... is the determination of control system structure*. 
Which variables should be measured, which inputs should be manipulated 
and which links should be made between the two sets?

There is more than a suspicion that the work of a genius is needed here, for without 
it the control configuration problem will likely remain in a primitive, hazily stated 
and wholly unmanageable form. 

The gap is present indeed, but contrary to the views of many, it is the theoretician 
who must close it.

Control system structure*

*Current terminology: Control system architecture
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Main objectives of a control system

1. Economics: Implementation of acceptable (near-optimal) operation
2. Regulation: Stable operation 

ARE THESE OBJECTIVES CONFLICTING?

• Usually NOT
– Different time scales

• Stabilization  fast time scale
– Stabilization doesn’t “use up” any degrees of freedom

• Reference value (setpoint) available for layer above
• But it “uses up” part of the time window (frequency range)



Two fundamental ways of decomposing the controller

• Vertical (hierarchical; cascade)
• Based on time scale separation
• Decision: Selection of CVs that 

connect layers

• Horizontal (decentralized)
• Usually based on distance
• Decision: Pairing of MVs 

and CVs within layers

In addition: Decomposition of controller into smaller elements (blocks): 
Feedforward element, nonlinear element, estimators (soft sensors), switching elements

PROCESS

CV = controlled variable            MV = manipulated variable

MV
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QUIZ
What are the three most important inventions of process control?

• Hint 1: According to Sigurd Skogestad
• Hint 2: All were in use around 1940

SOLUTION
1. PID controller, in particular, I-action
2. Cascade control
3. Ratio control
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ARC: Standard Advanced control elements Each element links a subset of inputs with a  subset of 
outputs. Results in simple local design and tuning

35Sigurd Skogestad, ''Advanced control using decomposition and simple elements''.
Annual Reviews in Control, vol. 56 (2023), Article 100903 (44 pages).

ARC = advanced reguklatory control

https://www.sciencedirect.com/science/article/pii/S1367578823000676
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How design standard ARC elements?

• Industrial literature (e.g., Shinskey). 
 Many nice ideas. But not systematic. Difficult to understand reasoning

• Academia:  Very little work
– I feel alone
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MV-CV Pairing. Two main pairing rules:
1. “Pair-close rule” : The MV should have a large, fast, and direct effect on the CV. 
2. “Input saturation rule”: Pair a MV that may saturate with a CV that can be 

.given up (when the MV saturates).
– Exception: Have extra MV so we use MV-MV switching (e.g., split range control) 

3. “ RGA-rule”. Avoid pairing on negative steady-state RGA-element. 

Most basic element: Single-loop PID control (E0)

Additional rule for interactive systems:

39

PID
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E1. Cascade control
Idea: make use of extra “local” output measurement (y2)
Implementation: Controller (“master”) gives setpoint to another controller (“slave”)

• Example: Flow controller on valve (very common!)

LC
y=H

Hs
flow in

flow out

MV=z
valve position

WITHOUT CASCADE WITH CASCADE

measured 
flow

LC
y1=H

Hs
flow in

flow out

MV=y2s=qs

FC y2=q

u=z

master

slave

ProcessU y1

y2
y1=primary output (given setpoint)
y2=secondary output (adjustable setpoint)
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What are the benefits of adding a flow controller (inner cascade)?

q z

qs

1. Counteracts nonlinearity in valve, f(z)
• High gain in inner loop eliminates nonlinearity inside inner loop
• With fast flow control we can assume q = qs

2. Eliminates effect of disturbances in p1 and p2
(FC reacts faster than outer level loop)

Extra measurement y2 = q

z
(valve opening)

f(z)

0 1
0

1
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Tuning cascade control 
T2 d’1

First tune fast inner controller K2 (“slave”)
Design K2 based on model G2
Select τc2 based on effective delay in G2
Nonlinearity: Gain variations (in G2) translate into variations in actual time constant τC2 

Then with slave closed, tune slower outer controller K1 (“master”):
Transfer function for inner loop (from y2s to y2): T2 = G2 K2/(1+G2 K2)
Design K1 based on model G1’=T2*G1
Can often set T2=1 if inner loop is fast! 
• Alternatively, T2 ≈ e-ϴ2s/(τc2s+1) ≈ e-(ϴ2+τc2)s

Typical choice: τc1 = 𝜎𝜎 τc2 where time scale separation 𝜎𝜎 = 4 𝑡𝑡𝑡𝑡 10.

47
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Linearization of valve using cascade control

LC
y=H

Hs
flow in

flow out

MV=z
valve position

WITHOUT CASCADE WITH CASCADE (2 controllers)

measured 
flow

LC

Hs
flow in

flow out

MV=qs

FC y2=q

MV2=z

master

slave

measured 
level

measured 
level

y=H

• Benefits: 1. Local distrurbance rejection,  2. Linearization
• Does nonlinearity disappear?
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No, it moves to the time constant for slave loop 
– OK if we we have time scale separation between master and slave

Nonlinear valve with varying gain k2: G2(s)= k2(z) / (𝜏𝜏2s+1)
– Slave (flow) controller K2: PI-controller with gain Kc2 and 

integral time 𝜏𝜏I= 𝜏𝜏2 (SIMC-rule). Get
 𝐿𝐿2 = 𝐾𝐾2 𝑠𝑠 𝐺𝐺2 𝑠𝑠 = 𝐾𝐾𝑐𝑐𝑐𝑘𝑘2 

𝜏𝜏2𝑠𝑠

– With slave controller: Transfer function T2 from y2s to y2 (as 
seen from master loop):

T2 = L2/(1+L2) = 1/(𝜏𝜏C2 s + 1), where 𝜏𝜏C2 = 𝜏𝜏2/(k2 Kc2)
• Linearization: Gain for T2 is always 1 (independent of k2) because 

of intergal action in the inner (slave) loop
• But: Gain variation in k2 (inner loop) translates into variation in 

closed-loop time constant 𝜏𝜏C2. This may effect the master loop

49

f(z)

0 1
0

1

k2(z) = slope = df/dz

G1T2 = «Process» for tuning master controller K1
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Time scale separation is needed for cascade control to work well

• Inner loop (slave) should be at least 4 times* faster than the outer loop (master)
– This is to make the two loops (and tuning) independent.
– Otherwise, the slave and master loops may start interacting 

• The fast slave loop is able to correct  for local disturbances, but the outer loop does not 
«know» this and if it’s too fast it may start «fighting» with the slave loop.

• Often recommend 10 times faster, 𝜎𝜎 ≡ 𝜏𝜏𝑐𝑐𝑐
𝜏𝜏𝑐𝑐𝑐

= 10. 

– A high σ is robust to gain variations (in both inner and outer loop) 
– The reason for the upper value (σ =10) is to avoid that control gets too slow, especially if we have many layers

* Shinskey (Controlling multivariable processes, ISA, 1981, p.12)
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XC

TC

FC

ys

y

Ls

Ts

L

T

z

XC

Cascade control distillation
3 layers of cascade

With flow loop +
T-loop in top

τc=15s

τc=150s

τc=1500s=25 min 

Problem with many layers:
Eats up the time window
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Cascade control block diagram

• Which disturbances motivate the use of cascade 
control?

C1 C2 P2 P1+

d2

r1 y1

r2 u y2
+

d1

+

d1o

Answer: d2
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Quiz: How can we add feedforward?

LC

CV=H
Hs

d=q1

F2s

FC

F2

z

master

slave
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Solution: How can we add feedforward?

LC

CV=H
Hs

d=F1

F2s

FC

F2

z

master

slave

F1 (measured flow disturbance)

(F2-F1)s

+

Example of input transformation.
v = F2-F1 = u - d
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Ratio control
Special case of  to feedforward, but don’t need model, just process insight.
Always use for mixing streams

x

(F2/F1)s
(desired flow ratio)

F1
(measured
flow disturbance)

F2
(Input, manipulated variable)

“Measure disturbance (d=F1) and adjust input (u=F2) such that 
ratio is at given value (F2/F1)s”

Use multiplication block (x):

• Note: Disturbance needs to be a flow (or more generally an extensive variable)
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Usually: Combine ratio (feedforward) with feedback

Example cake baking: Use recipe (ratio control = feedforward), 
but a good cook adjusts the ratio to get desired result (feedback)
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Flour
(solid)

Want to control: Viscosity y [cP]
(or any intensive quality variable, like c, ρ or T)

y
∞

Product

Water
FC

x

R=(F2/F1)s
u= F2,sd=F1,m

F2,m

VC
ym

ys

RATIO CONTROLwith outer feedback  (to adjust ratio setpoint)

EXAMPLE: CAKE BAKING MIXING PROCESS

Feedback correction («trim»)
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Constraint switching 
(because it is optimal at steady state)

• CV-CV switching
– Control one CV at a time

• MV-MV switching
– Use one MV at a time

• MV-CV switching
– MV saturates so must give up CV
1. Simple («do nothing»)  
2. Complex (repairing of loops)

Process

Process

Process

Process

MV = manipulated variable
CV = controlled variable

CVs

MVs

MV CV



80
11/12/2024

MV-MV switching

• One CV, many MVs (to cover whole steady-state range because primary MV may saturate)*

• Use one MV at a time

Three alternatives:
Alt.1 Split-range control (SRC)  

• Plus Generalized SRC (baton strategy)
Alt.2 Several controllers (one for each MV) with different setpoints for the single CV
Alt.3 Valve position control (VPC)

Which is best? It depends on the case! 

*Optimal Operation with Changing Active Constraint Regions using Classical Advanced Control,  Adriana Reyes-Lua Cristina Zotica, Sigurd 
Skogestad, Adchem Conference, Shenyang, China. July 2018 , 

Process
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Example MV-MV switching 

• Break and gas pedal in a car
• Use only one at a time,
•  «manual split range control»

MV-MV switching



82

MVs (two for summer and two for winter):
1. AC (expensive cooling)
2. CW (cooling water, cheap)
3. HW (hot water, quite cheap)
4. Electric heat, EH (expensive)

Example split range control: Room temperature with 4 MVs

MV-MV switching

SR-block:

y=T

1

3 2

4

CPI – same controller for all inputs (one integral time)
         But get different gains by adjusting slopes α in SR-block

82
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E6: MV-MV switching

Disadvantage (comfort):
• Different setpoints

Advantage (economics) : 
• Different setpoints (energy savings)

C1

C2

C3

C4

Ts + 2Δ = 23oC

84

Alternative 2: Multipliple Controllers with different setpoints 

y=T

1

3 2

4

Ts + Δ = 22oC

Ts = 21oC

Ts - Δ = 20oC



85 A Reyes-Lua, S Skogestad. Multiple-Input Single-Output Control for Extending the Steady-State Operating Range - Use of Controllers with Different Setpoints. Processes 7 (12), 941 (2019)

y=T

d=Tamb

85

Simulation Room temperature
• Dashed lines: SRC (E5)
• Solid lines: Multiple controllers (E6)

 

SRC = split range control
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Summary MV-MV switching

• Need several MVs to cover whole steady-state range (because 
primary MV may saturate)*

• Note that we only want to use one MV at the time.

Alt.1 Split-range control (one controller) (E5)
• Advantage: Easy to understand because SR-block shows clearly sequence of MVs 
• Disdvantages: (1) Need same tunings (integral time) for all MVs . (2) May not work well if MV-limits inside SR-

block change with time, so: Not good for MV-CV switching 

Alt.2 Several controllers with different setpoints (E6)
• Advantages: 1. Simple to implement, do not need to keep track of MVs. 2. Can  have independent tunings. . 
• Disadvantages: Temporary loss of control during switching. Setpoint varies (which can be turned into an 

advantage in some cases)

Alt.3 Valve position control (E7)
• Advantage: Always use “primary” MV for control of CV (avoids repairing of loops)
• Disadvantages: Gives some loss, because primary MV always must be used (cannot go to zero). 

Which is best? It depends on the case! 
*Optimal Operation with Changing Active Constraint Regions using Classical Advanced Control,  Adriana Reyes-Lua Cristina Zotica, Sigurd 
Skogestad, Adchem Conference, Shenyang, China. July 2018 , 

Process
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Example MV-MV switching: Pressure control
(Alt. 3 may be the best in this case)

INERT

z2

z3

z3

z2

z3

=19 bar

=20  bar

=21  bar

=20 bar

z1
z2
z3

CV=p
MV1=heat (Q)
MV2=inert
MV3=vent

Normal: Control CV=p using MV1=Q 
• but if  Q=0 we must use MV3=vent 
• and if Q=max we must use MV2=inert

Alt.3: VPC (z2 and z3 could here even be on/off valves)
Always use Q (z1) to control p.
Need two VPC’s:
• Use vent (z3) to avoid Q small (z1=0.1)
• Use inert (z2) to avoid Q large (z1=0.9)
• z2=0 and z3=0 when 0.1<z1<0.9

MV-MV switching

=20 bar

Hotter water

Hot water

87
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CV-CV switching

• Only one input (MV) controls many outputs (CVs)
– Typically caused by change in active constraint

• Always use MIN- or MAX-selector

– Example: Control car speed (y1) - but give up if too small distance (y2) to car in front.

Process
MV (u)

CVs (y)
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Example adaptive cruise control: 
CV-CV switch followed by MV-MV switch

Note: This is not Complex MV-CV switching, because then the order would be opposite.

91
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Selector: One input (u), several outputs (y1,y2)

• Many CVs paired with one MV, but only CV controlled at a time
• This requires output-output (CV-CV) switching: Use selector*
• Note: The selector is usually on the input u, even though the setpoint/constraint is on the output y
• Sometimes called “override” 

– OK name for temporary dynamic fix, but otherwise a bit misleading**

• Selectors work well, but require pairing each constraint with a given input (not always possible)

> MAX= HS=y1

y2

u=min(u1,u2)

y1

y2 < MIN= LS=

*Only option for CV-CV switching. Well, not quite true: Selectors may be implemented in other ways, for example, using «if-then»-logic. 
** I prefer to use the term «override» for undesirable temporary (dynamic) switches, for example, to avoid overflowing a tank dynamically. Otherwise, it’s CV-CV switching

CV-CV switching
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TC

u=Fuel gas

Flue gas

Process fluid (water)

Air

T1s = 500C

TC
T2max=700C

y1=T1

u1

u2

u=min(u1,u2)

Input (MV)
      u = Fuel gas flowrate
Output (CV)
      y1 = process temperature T1
             (desired setpoint or max constraint)
      y2 = furnace temperature T2
             (T2max= 700C)

Rule: Use min-selector for constraints that 
are satisfied with a small input

Furnace control 

CV-CV switching

u = input = manipulated variable (MV)
y = output = controlled variable (CV)

MIN

with safety constraint

y2=T2

HP steam

93
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Design of selector structure

Rule 1 (max or min selector)
• Use max-selector for constraints that are satisfied with a large input
• Use min-selector for constraints that are satisfied with a small input

Rule 2 (order of max and min selectors): 
• If need both max and min selector: Potential infeasibility (conflict)
• Order does not matter if problem is feasible
• If infeasible: Put highest priority constraint at the end

“Systematic design of active constraint switching using selectors.” Dinesh Krishnamoorthy , Sigurd Skogestad. Computers & Chemical Engineering, Volume 143, (2020)
“Advanced control using decomposition and simple elements”. Sigurd Skogestad. Annual Reviews in Control, Volume 56, 100903 (2023)

CV-CV switching

94

https://www.sciencedirect.com/science/journal/00981354
https://www.sciencedirect.com/science/journal/00981354/143/supp/C
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Valves have “built-in” selectors
Rule 3 (a bit opposite of what you may guess)

• A closed valve (umin=0) gives a “built-in” max-selector (to avoid negative flow) 
• An open valve (umax=1) gives a “built-in” min-selector

– So: Not necessary to add these as selector blocks (but it will not be wrong).
– The “built-in” selectors are never conflicting because cannot have closed and open at the same time
– Another way to see this is to note that a valve works as a saturation element

CV-CV switching

95

Saturation element may be implemented in three other ways (equivalent because never conflict)
1. Min-selector followed by max-selector
2. Max-selector followed by min-selector
3. Mid-selector

“Advanced control using decomposition and simple elements”. Sigurd Skogestad. Annual Reviews in Control, Volume 56, 100903 (2023)
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MV-CV switching (because reach constraint on MV)

• Simple CV-MV switching
– Don’t need to do anything if we followed the Input saturation rule: 
– “Pair a MV that may saturate with a CV that can be given up (when the MV saturates)”
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Anti-surge control (= min-constraint on F)
Example «simple» MV-CV switching (no selector)

• No selector required, because MV=z has a «built-in» max-selector at z=0.
• Generally: «Simple» MV-CV switching (with no selector) can be used if we satisfy the input saturation 

rule:  «Pair a MV that may saturate with a CV  that can be given up (when the MV saturates at z=0)”

103

Minimize recycle (MV=z) subject to
 CV= 𝐹𝐹 ≥ 𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚
 MV= z ≥ 0
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p0 F0
Fp

QUIZ Compressor control

Suggest a solution which achieves
• p< pmax= 37 bar    (max delivery pressure)
• P0 > pmin = 30 bar  (min. suction pressure)
• F < Fmax = 19 t/h   (max. production rate)
• F0 > Fmin = 10 t/h  (min. through compressor
                                      to avoid surge)

CW
p0 F0 Fp

CW

FC

PC PCFC

MAX 

pmin=
30bar

Fmax=
19 t/h

pmax=
37bar

Fmin=
10 t/h

z

SOLUTION

All these 4 constraints are satisfied by a large z
-> MAX-selector

MAX 
z

Zmin=0 MAX 
z

Zmin=0

FC
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Inventory control

• Very important decison for plantwide control:
– Location of TPM

• TPM = Throughput manipulator
               = Gas Pedal = Variable used for setting the throughput/production rate (for the entire process).

• Radiating rule: Inventory control should be ‘‘radiating’’ around a given flow (TPM).
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Inventory 
control for 
units in series

Follows radiation rule

Does NOT follow 
radiation rule

Radiating rule: 
Inventory control should be 
‘‘radiating’’ around a given 
flow (TPM).

114
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Rules for inventory control

Rules for inventory control
• Rule 1. Cannot control (set the flowrate) the same flow twice
• Rule 2. Follow the radiation rule whenever possible
• Rule 3. (which should never been broken): No inventory loop 

should cross the location of the TPM
• Rule 4. Controlling inlet or outlet pressure indirectly sets the 

flow (indirectly makes it a TPM)

TPM = Variable used for setting the throughput/production rate (for the entire process).

Rule 2. Controlling outlet pressure sets flow
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QUIZ.  Are these structures workable (consistent)? Yes or No?

TPM

TPM

TPM

TPM

Hint: What happens to the 
mass holdup inside the 
red box? Is it self-
regulated?

TPM

TPM
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LC

FC

SP-L

F0,m

F0,s

F0 [m3/s]

F1 [m3/s]

Example: Level control 

F1

118

What should we do if bottleneck at F1 (fully open valve, z1=1)?

TPM



119

Disturbance

LC

FC

SP-L

F0,m

F0,s

“Bidirectional inventory control” (Shinskey, 1981)

LC

SP-H

MIN

F0 [m3/s]

F1 [m3/s]

LC
Using

MV-MV 
switching 

Example: Level control. Complex MV-CV switching 

Three alternsatives for MV-MV switching
1. SRC (problem since F0s varies)
2. Two controllers
3. VPC  (“Long loop” for F1)

F1

119

CV-CV 
switching 

F’0,s
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Disturbance F1 [m3/s]

LC

SP

FC
F10,m

F0,s

F0 [m3/s]

z1

z0

z1,s = 0.9  
(must be lower than 1=fully open, back-off)

MIN

Alt. 3 MV-MV switching: VPC

VPC

VPC: “reduce inflow (F0) if outflow valve (z1) approaches fully open” 

z1

120

Bidirectional inventory control

F’0,s
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Disturbance

LC

FC

SP-L
=10%

F1,m

F0,s

SP-L = low level setpoint 
SP-H = high level setpoint 

LC

SP-H
=90%

MIN

F0 [m3/s]

F1 [m3/s]

Extra benefit: Use of two setpoints is good for using buffer 
dynamically!!  

Alt. 2 MV-MV switching: Two controllers (recommended)

F’0,s z1

121

Bidirectional inventory control
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Inventory 
control for 
units in series

Follows radiation rule

Radiating rule: 
Inventory control should be 
‘‘radiating’’ around a given 
flow (TPM).

123

Need to reconfigure inventory loops if TPM moves
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Reconfigures TPM automatically with optimal buffer management!!

F.G. Shinskey, «Controlling multivariable processes», ISA, 1981, Ch.3

Cristina Zotica, Krister Forsman, Sigurd Skogestad ,»Bidirectional inventory control with optimal use of
intermediate storage», Computers and chemical engineering, 2022

Generalization of bidirectional inventory control

Maximize 
throughput:
Fs=∞

124
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F0=1 F2=1 F3=1F1=1

1=∞=∞ =∞
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F0=1 F2=1 F3=1F1=0.5

1=∞=∞
0.5
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F0=0.5 F2=1 F3=1F1=0.5

1
0.5

=∞=∞
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F0=0.5 F2=0.5 F3=1F1=0.5

1
0.5

=∞=∞
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F0=0.5 F2=0.5 F3=0.5Fully 
open

1=∞=∞ =∞
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F0=1 F2=1 F3=1F1=1

1=∞=∞

Challenge: Can MPC be made to do his? Optimally reconfigure loops and find optimal buffer? 
• Yes, possible with standard setpoint-based MPC if we use  

• Trick: All flow setpoints = infinity (unachievable setpoint)
• What about Economic MPC? Cannot do it easily; may try scenario-MPC
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Don’t need bidirectional control on all units

IC
MIN

H L
IC

MIN

H L
IC

MIN

H L
IC

MIN

H L

MIN

IC
MIN

H L
IC

MIN

IC

ICH L

MIN

small holdup small holdup

«Long loop» can be OK in some cases



Important insight

• Many problems: Optimal steady-state solution always at constraints
• In this case optimization layer may not be needed 

– if we can identify the active constraints and control them using selectors
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Control of chemical processes with recycle

137
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2A -> B 
LIF1

gas

F2 F3

F5

F4

gas

liquid

liquid cooling

A (unreacted)

B (product)

A (feed)

Exothermic reaction

LI PI

Process 1 

PI
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2A -> B 

LI

LIF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

A (recycle unreacted)

B (product)

A (feed)

LI PI

Process 2 

PI

F5

Comment: Valve F5 may not be necessary. Could use valve on cooling instead
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A1+A2 -> 
B 

LI

LIF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

A1+A2 (recycle unreacted)

B (product)

A2 (feed)

A1 (feed)

F0

LI PI

Process 3 

PI

F5
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2A -> B 

LI

LIF1

gas

F2 F3

F6

F5

F4

gas

liquid

liquid

liquid cooling

cooling

B (product)

A +I (feed)

A +I (purge)F7

LI PI

Process 4 

PI
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2A -> B 
LIF1

gas

F2 F3

F5

F4

gas

liquid

liquid cooling

A (unreacted)

B (product)

A (feed)

Exothermic reaction

Control

TPM

LI PI

Process 1 

PI
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2A -> B 
LCF1

gas

F2 F3

F5

F4

gas

liquid

liquid cooling

A (unreacted)

B (product)

A (feed)

Exothermic reaction

Control

TPM

LC PC

Process 1 

PC
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2A -> B 

LI

LIF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

A (recycle unreacted)

B (product)

A (feed)

Control

TPM

LI PI

Process 2 

PI

F5
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2A -> B 

LC

LCF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

A (recycle unreacted)

B (product)

A (feed)

Control

TPM

LC PC

Process 2 

PC

F5
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A1+A2 -> 
B 

LI

LIF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

A1+A2 (recycle unreacted)

B (product)

A2 (feed)

A1 (feed)

F0

Control

LI PI

Process 3 

TPM

PI

F5
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A1+A2 -> 
B 

LI

LIF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

A1+A2 (recycle unreacted)

B (product)

A2 (feed)

A1 (feed)

F0

Control

RC
Rs

The ratio control can be done in different ways.
It requires two flow measurements (F0, F1)
One of the flows is the TPM

TPM

LI PI

Process 3 

PI

F5
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A1+A2 -> 
B 

LC

LCF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

A1+A2 (recycle unreacted)

B (product)

A2 (feed)

A1 (feed)

F0

Control

RC
Rs

TPM

LC PC

Process 3 

PC

F5

Will this work?
No, it’s not possible to feed exactly the same amount of A1 and A2 without feedback correction
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A1+A2 -> 
B 

LC

LCF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

A1+A2 (recycle unreacted)

B (product)

A2 (feed)

A1 (feed)

F0

Control

RC
Rs

TPM

LC PC

Process 3 

PC

F5

With composition control of A1 (or A2).
This works!

CC
XA1

XA1,s
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2A -> B 

LI

LIF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

B (product)

A +I (feed)

A +I (purge)F7Control

TPM

LI PI

Process 4 

PI
F5
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2A -> B 

LC

LCF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

B (product)

A +I (feed)

A +I (purge)
F7

TPM

LC PC

Process 4 

composition control of I

CC

PC
F5

Control
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2A -> B 

LC

LCF1

gas

F2 F3

F6

F4

gas

liquid

liquid

liquid cooling

cooling

B (product)

A +I (feed)

A +I (purge)
F7

TPM

LC PC

Process 4 

BIDIECTIONAL 
Inventory Control?

composition control of I

CC

PC
F5
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2A -> B 

LC

LC PC

LC

PC

F1

gas

F2 F3

F4

gas

liquid

liquid

B (product)

A +I (feed)

A +I (purge)
F7BIDIECTIONAL 

Inventory Control

TPM 
(when z1=z1s)

MIN

MIN

MINMIN MIN

z6s

z2s
z1s

z3s

z4s

H H

H

H
L

L

L

L

This LC is two controllers which both control level.
• The one with outflow F2 as the MV has a Low level setpoint
• The one with inflow    F1 as the MV has a High level setpoint

L H
Process 4 

composition control of I

CC
F5

3 H-setpoints go to this MIN-selector:
Reduce F3 if 
1. too high pressure (cooler 2 max), 
2. too much gas (high level) (F6 limiting)
3. too much liquid (high level) (F4 limiting)

Cooler 2

Cooler 1

F6
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Optimal operation and control objectives:
What should we control?

CV1 (economics)

CV2 (stabilization)
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I. Top Down (analysis)
• Step S1: Define operational objective (cost) and constraints
• Step S2: Identify degrees of freedom and optimize operation for 

disturbances
• Step S3: Implementation of optimal operation

‒ What to control? (CV1) (self-optimizing control)

• Step S4: Where set the production rate (TPM)? (Inventory 
control)

II. Bottom Up (design)
• Step S5: Regulatory control: What more to control (CV2)?
• Step S6: Supervisory control
• Step S7: Real-time optimization

TPM = Throughput manipulator

CV1 (economics)

CV2 (stabilization)

Skogestad procedure for control structure design:
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Step S1. Define optimal operation (economics)

• What are the ultimate goals of the operation?
• Typical cost function*:

*No need to include fixed costs (capital costs, operators, maintainance) at ”our” time scale (hours)
Note: J=-P where P= Operational profit

J = cost feed + cost energy – value products 
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• Distillation at steady state with given p and F: N=2 DOFs, e.g. L and V (u)
• Cost to be minimized (economics)

J = - P where P= pD D + pB B – pF F – pVV

• Constraints
Purity D: For example, xD, impurity ≤ max
Purity B: For example, xB, impurity ≤ max
Flow constraints: min ≤ D, B, L etc. ≤ max
Column capacity (flooding): V ≤ Vmax, etc.
Pressure: 1) p given (d) 2) p free (u): pmin ≤ p ≤ pmax

Feed:      1) F given (d)  2) F free (u): F ≤ Fmax

• Optimal operation: Minimize J with respect to steady-state DOFs (u)

Example Step 1: distillation column

value products

cost energy (heating + cooling)

cost feed
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valuable 
product
methanol 

+ max. 0.5% 
water

cheap product
(byproduct)
water 
+ max. 2%
methanol

methanol
+ water

Steps S2/S3. Distillation: expected active constraints

• Both products (D, B) generally have purity specs
• Valuable product: Purity spec. always active

– Reason: Amount of valuable product (D or B) should 
always be maximized

• Avoid product “give-away” (“Sell water as methanol”)
• Also saves energy

Control implications: 
1. ALWAYS Control valuable product at spec. (active 

constraint)
2. May overpurify (not control) cheap product 

– And then maybe V=Vmax is active constraint to get max. 
overpurification
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Finally give up:

LS  =  MIN

A1: Benzene
A2: Ethylene 
B: Ethylbenzene (product)
C: Diethylbenzene (undersired)

A1+A2 →B
B + A2 → C
C + A1 → 2B

A1+A2 →B
B + A2 → C

C + A1 → 2B

xA1

A1, A2 (recycle)

B (product)

C (recycle)

A2(feed)

A1(feed)

When V1=V1
MAX

Example bidirectional inventory control
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Conclusion Advanced process control (APC)

• Classical APC, aka «Advanced regulatory control» (ARC) or «Advanced PID»:
– Works very well in many cases
– Optimization by feedback (active constraint switching)
– Need to pair input and output.

• Advantage: The engineer can specify directly the solution
• Problem: Unique pairing may not be possible for complex cases

– Need model only for parts of the process (for tuning)
– Challenge: Need better teaching and design methods

• MPC may be better (and simpler) for more complex multivariable cases
– But MPC may not work on all problems (Bidirectional inventorycontrol)
– Main challenge: Need dynamic model for whole process
– Other challenge: Tuning may be difficult 
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P8 – Extra if time

Tranformed inputs
Briefly on pro and cons of MPC
RTO 
ESC

174
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Nonlinear feedforward, decoupling and linearization

• Transformed inputs: Extremely simple and effective way of achieving 
feedforward, decoupling and linearization

175
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Example decoupling: Mixing of hot (u1) and cold (u2) 
water

• Want to control
 y1 = Temperature T
 y2 = total flow F

• Inputs, u=flowrates
• May use two SISO PI-controllers

 TC
 FC

• Insight: Get decoupled response with 
transformed inputs
 TC sets flow ratio, v1 = u1/u2

 FC sets flow sum, v2 = u1 + u2

• Decoupler: Need «static calculation block» to 
solve for inputs

u1 = v1 v2 / (1+ v1)  
u2 = v2 / (1 + v1)

T
F

u1

u2

v2=sum

v1=ratio
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TCys

u1=hot
flowrate

y=
v1=ratio

u1 = v1 v2 / (1+ v1)  

u2 = v2 / (1 + v1)

y

Two SISO
controllers

Nonlinear Decoupler Process

T
F

Pairings:  
• T – v1
• F – v2

No interactions for setpoint change

v2=sum

Ts-T

Fs-F FC

Note:
• In practice u=valve position (z) 
• So must add two flow controllers 

• These generate inverse by feedback

u2=cold
flowrate
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TCys y=
v1=ratio

u1 = v1 v2 / (1+ v1)  

u2 = v2 / (1 + v1)

y

Two SISO
controllers

T
F

v = transformed inputs
u = flowrates
z = valve positions

In practice must add two slave flow controllers

v2=sum

Ts-T

Fs-F FC FC

FC

u2s

u2

z2

z1u1s

u1Nonlinear Decoupler 
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Feedforward (and decoupling) control

• Feedforward control relies on model 
• as opposed to feedback which relies mostly on data

• Feedback control: Linear model is often OK
• Feedforward control: Much less likely that linear model is OK because of process 

changes and disturbances
• Here: Nonlinear feedforward control using Input transformations based on static 

process model

179
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Input transformations

11/12/2024
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General approach: Combined Nonlinear decoupling, 
feedforward and linearization using Transformed Inputs *

• Generalization: Introduce transformed input v and use Nonlinear calculation block

11/12/2024

Controller
Calc. block
 = f-1(v,d,w) 

(static)
Process

ys

y

V

d

u y

Genaral Method*: 
 Steady-state model:       y = f(u,d,w)
 Select transformed input:       v = f(u,d,w)  («right-hand side» of model)
               Calculation block:  Invert for given v:  u = f-1(v,d,w)  (may be replaced by slave v-controller) 

 w=dependent variable (flow, temperature), but treated as measured disturbance
  w-variables may be used to simplify model
 Transformed system becomes:  y=I v («decoupled, linear, indepedent of d»)
Note: To simplify often use only «parts» of f(u,d,w) as v (because of unknown parameters etc.)

*Zotica, Alsop and Skogestad. 2020 IFAC World Congress

w
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Controller
Calculation 

block 
(static)

Process
ys

y

V

d
u y

Example: Combined nonlinear decoupling and feedforward.
Mixing of hot and cold water

Generalized ratio

Decoupler with feedforward: 



1. Th:  60->70 °C at t = 50 s
2. Tc:  30->20 °C at t = 100 s
3. Th

s: 40->42 °C at t = 150 s
4. qs:  1->1.1  L/s       at t = 200 s
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Transformed MVs for decupling, linearization and disturbance rejection
Mixing of hot and cold water (static process) 
New system: T=v1 and q=v2
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Alternative B: Calculation block solved by feedback (using fast slave controller Cv)

Example: Power control 

In practice (Perstorp) use only part of this: 
 v=F2(T2

0 – T2) 
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(slave)
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Also: Transformed outputs z

• No fundamental advantage, but can simplify input transformation
• For example, y=T, z=H (enthalpy)

186
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More on transformed inputs 

187
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MPC and RTO

188
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What about MPC?
• First industrial use in the 1970s
• Became common in the refining and petrochemical industry in the 1980s
• In the 1990s a bright future was predicted for MPC in all process industries (chemical, thermal power, …)
• 30 years later: We know that this did not happen 
• Why? First, the performance benefits of MPC compared to ARC are often minor (if any)
• In addition, MPC has some limitations

1. Expensive to obtain model
2. Does not easily handle integral action, cascade and ratio control
3. Normally, cannot be used at startup (so need ARC anyway)
4. Can be difficult to tune. Difficult to incorporate fast control tasks (because of centralized approach)
5. Computations can be slow
6. Robustness (e.g., gain margin) handled indirectly

• Advantages of MPC
1. Very good for interactive multivariable dynamic processes
2. Coordinates feedforward and feedback
3. Coordinates use of many inputs
4. Makes use of information about future disturbances, setpoints and prices (predictive capabilities of MPC)
5. Can handle nonlinear dynamic processes (nonlinear MPC)

• What about constraints
– Not really a major advantage with MPC; can be handled well also with ARC

189
MPC = model predictive control
ARC = advanced regulatory control
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Optimal operation and constraints switching

• We have presented effective decentralized approaches for constraint switching 
(MV-MV, CV-CV, MV-CV). 
– Optimal in many cases, but not in general 
– For example, may not be able to cover cases with more than one unconstrained region ⇒ More 

than one self-optimizing variable

• An alternative is model-based RTO, usually based on static model

191RTO = Real-time optimization
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Economic real-time optimization(RTO)
Alternative RTO approaches:

Model-based
I. Separate RTO layer (online dynamic or steady-state optimization)  
II. Feedback-optimizing control (put optimization into control layer)

• Alt.1. (Most general): Based on dual decomposition (iterate on Lagrange multipliers λ)
• Alt.2 (Tighter constraint control): Region-based with reduced gradient

Data-based
III. Hill-climbing methods = Extremum-seeking control (model free. But need to measure cost J)

192



I. Conventional (commercial) steady-state RTO

Fairly common in refining and 
petrochemical industy.

Two-step approach:

Step 1. “Data reconciliation”:
– Steady-state detection
– Update estimate of d: model parameters, 

disturbances (feed), constraints 

Step 2. Re-optimize to find new optimal 
steady state

Data reconciliation

𝑑𝑑
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Steady-state wait time

• Transient measurements cannot be used  system must “settle”

• Large chunks of data discarded

• Steady state detection issues
– Erroneously accept transient data
– Non-stationary drifts
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How to avoid steady state wait time?

1. Dynamic RTO = EMPC
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How to avoid steady state wait time?

2. Hybrid RTO 

Static  



RTO problem

Steady-state RTO (used in Hybrid RTO):

min
𝑥𝑥,𝑢𝑢

𝐽𝐽 𝑥𝑥,𝑑𝑑,𝑢𝑢

s.t.:
0 = 𝐹𝐹 𝑥𝑥,𝑑𝑑,𝑢𝑢
0 = ℎ 𝑥𝑥,𝑑𝑑,𝑢𝑢
𝑔𝑔 𝑥𝑥,𝑑𝑑,𝑢𝑢 ≤ 0

Dynamic RTO ≡ (Economic) nonlinear MPC :

min
𝑥𝑥 𝑡𝑡 ,𝑢𝑢 𝑡𝑡

�
𝑡𝑡0

𝑡𝑡𝑓𝑓
𝐽𝐽 𝑥𝑥 𝑡𝑡 ,𝑑𝑑 𝑡𝑡 ,𝑢𝑢 𝑡𝑡 𝑑𝑑𝑑𝑑

s.t.:
𝑥̇𝑥 𝑡𝑡 = 𝐹𝐹 𝑥𝑥 𝑡𝑡 ,𝑑𝑑 𝑡𝑡 ,𝑢𝑢 𝑡𝑡

0 = ℎ 𝑥𝑥 𝑡𝑡 ,𝑑𝑑 𝑡𝑡 ,𝑢𝑢 𝑡𝑡
𝑔𝑔 𝑥𝑥 𝑡𝑡 ,𝑑𝑑 𝑡𝑡 ,𝑢𝑢 𝑡𝑡 ≤ 0

𝑥𝑥 𝑡𝑡0 = �𝑥𝑥0

Now we calculate not only an optimal 
point, but an optimal trajectory!’

BUT Much more complex that static RTO, 
and may not give much economic benefit 
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«Solving RTO-problem using PI control»

Unconstrained optimization. 
Necessary condition of optimality (NCO):

– Gradient of cost function = 0

– Ju ≡
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
≡ ∇𝑢𝑢𝐽𝐽 = 0

II. Feedback RTO (unconstrained case)

198

Feedback RTO
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IIA. Feedback RTO (unconstrained case)

D Krishnamoorthy, E Jahanshahi, S Skogestad. Feedback Real-Time Optimization Strategy Using a Novel Steady-state Gradient Estimate and Transient 
Measurements. Industrial & Engineering Chemistry Research, 2019

Linearize the dynamic model

Trick, set 𝑥̇𝑥 = 0, 𝑡𝑡𝑡𝑡 𝑔𝑔𝑔𝑔𝑔𝑔 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔:

199

Gradient estimator

Note: This is one simple way of doing the gradient estimation, but needfs dynamic model (Kalman Filter)

Kalman Filter

Feedback RTO



Here is another Static gradient estimation:
Based on self-optimizing control. Very simple and works well!

From «exact local method» of self-optimizing control:

• Bernardino and Skogestad, Optimal measurement-based cost gradient estimate for real-time optimization, Comp. Chem. Engng., 2024



Constrained optimization problem

Solution: Turn into unconstrained optimization problem  using Lagrange multipliers

minu,λ  L 
u = primal variables = inputs
λ ≥ 0 = dual variables = Lagrange multipliers = shadow prices

Necessary conditions of optimality (KKT-conditions)
 

J

(complementary condition)

201

J

With constraints



A. Primal-dual control based on KKT conditions: Feedback solution that 
automatically tracks active constraints by adjusting Lagrange multipliers (= shadow prices = dual 
variables) λ

• D. Krishnamoorthy, A distributed feedback-based online process optimization framework for optimal resource sharing, J. Process Control 97 (2021) 72–83,
• R. Dirza and S. Skogestad . Primal–dual feedback-optimizing control with override for real-time optimization. J. Process Control, Vol. 138 (2024), 103208.

Process

Unconstrained 
optimization 

(nu PID-controllers)
Gradient 

estimation

Constraint control
(nc slower PI/I-controllers)

MAX0

y

g (measured constraint)

g (measured constraint)
SP=0

SP=0

u

d

Primal-dual feedback control.
• Makes use of «dual decomposition» of 

KKT conditions
• Selector on dual variables λ
• Problem: Constraint control using dual 

variables is on slow time scale (upper 
layer)

• Can be fixed using override at bottom of 
hiearchy (Dirza)

• Problem 2: Single-loop PID control in lower 
layer (Lu=0) may not be possible for coupled 
processes so may need to use Solver.

Dual variables λ

Primal variables u

Inequality constraints: 𝜆𝜆 ≥ 0

Feedback RTO with constyraints

KKT:



Alternative: Dual composition with optimization/solver for 
computing u (primal variables) 

Process

Unconstrained 
optimization 

(nu PID-controllers or solver)
Gradient 
estimator

Constraint control
(nc slower PI/I-controllers)

MAX0

y

g (measured constraint)

g (measured constraint)
SP=0

SP=0

u

d

Dual variables

Primal variables

Alt. Use solver here           

Filter

Feedback RTO

• May need to add filter to avoid instability



Alternative: Direct control of constraints
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Introduce 𝑁𝑁:  𝑁𝑁𝑇𝑇𝑔𝑔𝑢𝑢 = 0
KKT:

Control
1. Active constraints gA = 0.
2. Reduced gradient  𝑁𝑁𝐴𝐴

𝑇𝑇𝐽𝐽𝑢𝑢 = 0 
• for the remaining inbconstrained degrees of freedom
• «self-optimizing variables»

• Jaschke and Skogestad, «Optimal controlled variables for ̈ polynomial systems». S., J. Process Control, 2012
• D. Krishnamoorthy and S. Skogestad, «Online Process Optimization with Active Constraint Set Changes using Simple Control Structure», I&EC Res., 2019

Seems easy. But how do we handle changes in constraints?
• Because gA and 𝑁𝑁𝐴𝐴 

varies
• Originally, I thought we need a new control structure (with pairings) in each region



B. Region-based feedback solution with «direct» constraint control

Process

Gradient 
estimation

Constraint controllers
(fast PID-controllers)

MAX/
MIN

y

g (measured constraint)

g (constraints paired with u1)
SP=0

u1

d

u2

Ju1
u1

(see next slide)

Ju2
PID

u1o
SP=0

• Jaschke and Skogestad, «Optimal controlled variables for ̈ polynomial systems». S., J. Process Control, 2012
• D. Krishnamoorthy and S. Skogestad, «Online Process Optimization with Active Constraint Set Changes using Simple Control Structure», I&EC Res., 2019
• L. Bernadino and S. Skogestad, Decentralized control using selectors for optimal steady-state operation with active constraints, J. Proc. Control, 2024

• Selector on primal
variables (inputs)

Introduce 𝑁𝑁:  𝑁𝑁𝑇𝑇𝑔𝑔𝑢𝑢 = 0
KKT:

Feedback RTO with constraints

• Selector on primal variables (inputs)
• Similar to selectors in ARC
• Limitation: need to pair each constraint with 

an input u, may not work if many constraints



L. Bernadino and S. Skogestad, Decentralized control using selectors for optimal 
steady-state operation with active constraints, J. Proc. Control, 2024
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Feedback RTO with constraints

Assume: Have at least as many inputs as constraints
Can them have fixed pairings between constraints and unconstrained CVs!
(with N is fixed)



C. Region-based MPC with switching of cost function (for general case)

Standard MPC with fixed CVs: Not optimal Proposed: With changing cost (switched CVs)

• Bernardino and Skogestad, Optimal switching of MPC cost function for changing active constraints. J. Proc. Control, 2024

Feedback RTO WITH CONSTRAINTS



Model-free optimization:
Extremum Seeking Control (ESC) based on measuring cost J 

Why ESC? 
• Expensive to obtain model (for J): Use data-based ESC instead of model-based RTO
• May also be used on top of RTO 

• «Adapt» setpoint for Ju (to a nonzero bias value) to correct for model error 
• Aka «modifier adaptation»

Main problems with ESC:
• Cost function J often not measured  

• For chemical process J=pFF – pPP – pQQ 
• need model (!) to estimate flows F, P and utility Q

• Very slow. Typically 100 times slower than process dynamics
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min
𝑢𝑢
𝐽𝐽(𝑢𝑢,𝑑𝑑)



Data-based optimization: “Hill-climbing” / “Extremum seeking control”
Drive gradient Ju=dJ/du to zero.

Probe the 
system

Observe how 
the cost 
changes

Estimate 
Gradient

Decide which 
way to move

∆𝐽𝐽 = 0

∆𝐽𝐽

∆𝑢𝑢 ∆𝑢𝑢
𝑢𝑢

𝐽𝐽

Ju=0 at top of hill
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Equivalent: Minimize cost J (go to bottom of valley)

uopt

Ju

0

• Optimal setpoint: Ju=0
• If Hessian Juu is constant: 

• Ju as a function of u is a straight line 
with slope Juu

• Nice properties for feedback control of Ju
• No dynamics: Pure I-controller optimal

• SIMC-rule: KI = 1/(Juu τc) 210
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Classical Extremum seeking control using sinusoids

Gradient EstimationI-controller

Multiplication trick: Draper & Li (1951)
Theory: Krstic & Wang (Automatica, 2000)

Processu

uc

J

• Simple to implement (don’t need computer), but
• Prohibitively slow convergence for systems with slow dynamics
• Typically 100 times slower than the system dynamics !

KI

Averaging Remove bias in J

One side of optimum: Same phase
Other side: opposite phase
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More common today: Estimate Steady-state gradient using discrete 
perturbations (steps)

J

u ∆𝑢𝑢

∆𝐽𝐽

𝐽𝐽𝑢𝑢 =
Δ𝐽𝐽
Δ𝑢𝑢

Usually only one input. Simplest: step change in u:
– Hill climbing control (Shinskey, 1967)
– Evolutionary operation (EVOP) (1960’s)
– NCO tracking (Francois & Bonvin, 2007)
– “Peturb and observe” = Maximum power point 

tracking (MPPT) (2010’s).

More advanced variants which may also be 
applied to multivariable systems

– Least squares estimation
– Fast Fourier transform (Dinesh Krishnamoorthy)

To avoid waiting for steady state 
– Fitting of data to ARX model (difficult to make robust)

Note: Assumes steady state -> samling (step) time > 3-10 time process time constant
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Least square Extremum seeking control

LSE: Fit a linear model

Using least squares fit

Hunnekens et al. (2011, 2014)

Note: Assumes no dynamics -> samling time > 3-10 time process constant
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Summary extremum seeking control

Idea: Estimate the cost gradient Ju from data and drive it to zero

• Common to all methods: 
– Need measurement of cost J
– Must wait for steady state (except ARX method which fails frequently)
– Must assume no «fast» disturbances (while optimizing) 

Algorithm needs two layers on top of process:
1. Optimization layer (slowest): Drive Ju to zero (may use I-controller)
2. Lower estimation layer: Estimate the local gradient Ju using data 

• Must wait for the process to reach steady state

– Need time scale separation between layers. 
• At best this means that the optimization needs to be 10 times slower than the process. 
• Often it needs to be 100 times slower.

– Useful for fast processes with settling time a few seconds
– Not useful for many chemical processes where time constant typically are several minutes

• 10 minutes * 100 = 1000 minutes = 16 hours
• Unllikely with 16 hours without disturbance
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ARC: Research tasks



Complex optimal centralized 
Solution (EMPC, FL)

Sigurd

Present Academic control community fish pond

Simple solutions
 that work (ARC, PID)

216
FL = feedback linearization



Complex optimal centralized 
Solution (EMPC, FL)Future Academic control community fish pond

Simple solutions
 that work (SRC,PID)
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