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ABSTRACT

Petroleum-related activities account for nearly a quarter of Norway’s total green-
house gas emissions, posing a significant challenge to the climate targets under
the Paris Agreement. Reducing emissions from the oil and gas sector is therefore
critical. Combined cycle power plants offer a promising alternative for enhancing
fuel efficiency and reducing emissions in offshore installations. In this thesis, a
dynamic model of a steam bottoming cycle for offshore implementations was de-
veloped in CasADi/MATLAB and solved using the IDAS solver from SUNDIALS.
The model was based on simplifying assumptions such as ideal gas and constant
heat capacities. It demonstrated the ability to change equations used in the solver
based on the vapor quality, allowing the point of vaporization to move along the
once-through steam generator (OTSG). Several control structures for control of
the superheated steam and operational strategies for power were tested and com-
pared to relevant studies.

Simulations showed nonlinearities and instabilities of the open-loop model, and dy-
namics related to moving point of vaporization. Further, the simulations showed
benefits of introducing a flow controller for linearization, improved dynamic re-
sponse and decoupling of controlled variables. The work confirmed the advantages
seen in related studies of a combined feedforward and feedback control based on
a steady-state energy balance over the OTSG, compared to feedback control.

A case study with two different operational objectives for power control was done.
The combined cycle case showed that the valve position controller effectively mini-
mized steady-state throttling losses, however improved steam temperature dynam-
ics from constant steam pressure operation was not observed. The steam cycle
case, showed throttling losses for constant pressure operation with larger loss at
lower loads.
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SAMMENDRAG

Petroleumsrelaterte aktiviteter står for nesten en fjerdedel av Norges totale klima-
gassutslipp, noe som utgjør en betydelig utfordring for å nå klimamålene i Parisav-
talen. Det er derfor avgjørende å redusere utslippene fra olje- og gassektoren.
Kombinerte sykluser er et lovende alternativ for å øke drivstoffeffektiviteten og
redusere utslippene på offshore-installasjoner.

I denne masteroppgaven ble en dynamisk modell av en dampsyklus for offshore
installasjon utviklet i CasADi/MATLAB og løst ved hjelp av IDAS fra SUNDI-
ALS. Modellen var basert på antakelser, som ideell gass og konstante varmekap-
asiteter. Den viste evne til å endre ligningene brukt i løseren basert på gassfrak-
sjonen, noe som gjorde det mulig å flytte fordampningspunktet langs en-passasje-
dampgeneratoren (OTSG). Flere reguleringsstrukturer for kontroll av damptem-
peratur og trykk, samt strategier for effektstyring, ble testet og sammenlignet med
relevante studier.

Simuleringene viste ulineariteter og ustabiliteter i modellen, samt dynamikk re-
latert til flytting av fordampningspunktet. Videre viste simuleringene fordeler ved
å innføre kontroll av fødestrøm for linearisering, forbedret dynamisk respons og
økt uavhengighet av kontroll variabler. Arbeidet bekreftet fordelene som er vist i
lignende studier ved bruk av kombinert forover- og tilbakekoblet regulering basert
på energibalanse over OTSG-en, sammenlignet med kun tilbakekobling.

En case-studie med to ulike operasjonelle mål for effektstyring ble gjennomført. I
casen med kombinert syklus viste at ventilposisjonsregulatoren effektivt reduserte
effekttapet ved stillstand, men forbedredet damptemperaturdynamikk ved kon-
stant trykk ble ikke observert. I damp-syklus casen ble det observert effekttap
ved konstant trykk, med større tap ved lavere pådrag.

ii



PREFACE

This thesis was written as part of the course TKP4900 Chemical Process Technol-
ogy, Master’s Thesis at the Department of Chemical Engineering at Norwegian
University of Science and Technology (NTNU). The work was done in collabora-
tion with SINTEF Energy Research as a part of the Petroleum Research Centre
(PETROSENTER) programme.

I would like to express my gratitude to my supervisor Sigurd Skogestad for his
invaluable insights, incredible intuition within process control and foreseeing issues
weeks before I encountered them. I am also deeply thankful to my co-supervisor
Lucas F. Bernardino for always being available and incredibly helpful. For the
amazing collaboration on the summer and specialization projects, which really
encouraged me to pursue this path for the thesis.

Further, I would like to extend a thanks to Rubén M. Montañés and the SINTEF
Gas Technology Group for allowing me to be a part of the project.

I would like to thank my family for all the support and help you have given me
over the past five years, this would not have been possible without you. Lastly I
would like to thank my fellow students for the incredible working atmosphere and
all the memories along the way.

Trondheim
11th of June 2025

William Davidsen

iii



CONTENTS

Abstract i

Sammendrag ii

Preface iii

Contents vi

List of Figures vi

List of Tables x

Abbreviations x

1 Introduction 1
1.1 Previous Work and Scope . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Basic Concepts 3
2.1 Spacial Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Dynamic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Process Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.3.1 SIMC Tuning . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.2 Relative Gain Array (RGA) . . . . . . . . . . . . . . . . . . 9

3 Process Description 11
3.1 Heat-to-Work Cycles . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.1.1 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . 13

4 Mathematical Formulation 15
4.1 OTSG Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.1.1 Model Revisions Compared to Specialization Project . . . . 16
4.1.2 Additional Model Revisions . . . . . . . . . . . . . . . . . . 17

4.2 Superheated Steam Section . . . . . . . . . . . . . . . . . . . . . . 19

iv



CONTENTS v

4.2.1 Steam Holdups . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2.2 Steam Valve . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2.3 Steam Turbine . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.3 Condenser and Buffer Tank . . . . . . . . . . . . . . . . . . . . . . 22
4.3.1 Condenser . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3.2 Buffer Tank . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5 Model Implementation 25
5.1 Detecting Phase Change . . . . . . . . . . . . . . . . . . . . . . . . 25
5.2 Controller Implementation . . . . . . . . . . . . . . . . . . . . . . . 26
5.3 Numerical Solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.4 Simulator Initialization . . . . . . . . . . . . . . . . . . . . . . . . . 27

6 Control 29
6.1 Variable Identification . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.2 Bottoming Cycle Pairing and Tuning . . . . . . . . . . . . . . . . . 30

6.2.1 Flow Controller (C1) . . . . . . . . . . . . . . . . . . . . . . 30
6.2.2 Steam Pressure Controller (C2) . . . . . . . . . . . . . . . . 30
6.2.3 Steam Temperature Controller (C3) . . . . . . . . . . . . . . 31
6.2.4 Tuning Summary . . . . . . . . . . . . . . . . . . . . . . . . 32

6.3 System Operational Objectives . . . . . . . . . . . . . . . . . . . . 33
6.3.1 Steam Cycle Case . . . . . . . . . . . . . . . . . . . . . . . . 33
6.3.2 Combined Cycle Case . . . . . . . . . . . . . . . . . . . . . 35
6.3.3 Tuning Summary . . . . . . . . . . . . . . . . . . . . . . . . 36

7 OTSG Simulations 37
7.1 Pump Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

8 Bottoming Cycle Simulations 39
8.1 Simulation Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 39
8.2 Open-loop Simulations . . . . . . . . . . . . . . . . . . . . . . . . . 39

8.2.1 Disturbance Rejection . . . . . . . . . . . . . . . . . . . . . 41
8.2.2 Sustained Oscillations . . . . . . . . . . . . . . . . . . . . . 45
8.2.3 Steady-state RGA . . . . . . . . . . . . . . . . . . . . . . . 47
8.2.4 System Nonlinearities . . . . . . . . . . . . . . . . . . . . . . 47
8.2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

8.3 Temperature Controller Comparison . . . . . . . . . . . . . . . . . 49
8.3.1 Step in m0

g . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
8.3.2 Step in T 0

g . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
8.3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

8.4 Case study on Power Control . . . . . . . . . . . . . . . . . . . . . 51
8.4.1 Steam Cycle Case . . . . . . . . . . . . . . . . . . . . . . . . 51
8.4.2 Combined Cycle Case . . . . . . . . . . . . . . . . . . . . . 57



vi CONTENTS

9 Discussion 63
9.1 Comments on Power Objective Cases . . . . . . . . . . . . . . . . . 63
9.2 Comments on Modeling Assumptions . . . . . . . . . . . . . . . . . 64
9.3 Comments on Code Organization and Solver . . . . . . . . . . . . . 64

10 Conclusions 65
10.1 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

References 67

Appendices: 71

A Model 72
A.1 Assumptions Summary . . . . . . . . . . . . . . . . . . . . . . . . . 72
A.2 Equation Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
A.3 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

B Tuning 80
B.1 Flow Controller (C1) . . . . . . . . . . . . . . . . . . . . . . . . . . 80

B.1.1 Example Calculation I-Controller . . . . . . . . . . . . . . . 81
B.2 Pressure controller (C2) . . . . . . . . . . . . . . . . . . . . . . . . 81

B.2.1 Example Calculation PI-Controller with Anti-Windup . . . . 81
B.3 Temperature Controller (C3) . . . . . . . . . . . . . . . . . . . . . . 82

B.3.1 Constant Pressure Mode . . . . . . . . . . . . . . . . . . . . 82
B.3.2 Floating Pressure Mode . . . . . . . . . . . . . . . . . . . . 83

B.4 Steam Cycle Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
B.4.1 Constant Pressure Case . . . . . . . . . . . . . . . . . . . . 84
B.4.2 Floating Pressure Case . . . . . . . . . . . . . . . . . . . . . 85

B.5 Combined Cycle Case . . . . . . . . . . . . . . . . . . . . . . . . . . 86

C Simulations 87
C.1 Controlled Variables and Specifications . . . . . . . . . . . . . . . . 87

D Feedforward Transformation Derivation 88

E Code 91
E.1 GitHub Repository . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
E.2 Model Initialization (init.m) . . . . . . . . . . . . . . . . . . . . . . 92
E.3 Model (Model.m) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
E.4 U_Calc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
E.5 RGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105



LIST OF FIGURES

2.1.1 Discretization methods FVM (on top) and MB (on bottom) for a
liquid to gas phase transition in a tube. . . . . . . . . . . . . . . . 4

2.2.1 Block diagram of a general dynamic system. . . . . . . . . . . . . . 4
2.3.1 Block diagram for PI-controller with valve saturation. [19] . . . . . 6
2.3.2 Block diagram for PI-controller with valve saturation and Anti-

windup. [19] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3.3 Example on how model parameters can be found from a step

change for a FOPDT response. . . . . . . . . . . . . . . . . . . . . 7

3.0.1 Process flowsheet of the combined cycle showing the GT and main
process components of the bottoming cycle such as pump, OTSG,
ST and condenser. Component framework for flowsheets developed
by Zotică et al. (2022) [11]. . . . . . . . . . . . . . . . . . . . . . . 11

3.1.1 p-H diagram [24] showing the main steps of the heat-to-work cycle. 12

4.1.1 OTSG model developed in Davidsen (2024) [13] discretized with N
elements. Each segment has an inlet and outlet flow for each side
and heat transfer from the hot to cold side. . . . . . . . . . . . . . 16

4.1.2 Polynomial extrapolation for hs and hg used in calculation of U . . 18
4.1.3 Pump with pressure boundary and valve for mass flow control (sub-

script p). The hot flue gas vaporize the working fluid making su-
perheated steam in the OTSG. Component framework: [11] . . . . 19

4.2.1 Main components of the superheated steam section. The super-
heated steam from the OTSG outlet (subscript N) enter the first
steam holdup (subscript s) followed by the isenthalpic valve and the
second steam holdup (subscript T). Further, the fluid is expanded
in the steam turbine where the mechanical energy is converted to
electrical energy in the generator. The post-turbine flow (subscript
U) is then condensed in the condenser (subscript c). Component
framework: [11]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

4.3.1 Condenser and buffer tank making up the remaining section of the
bottoming cycle. The two-phase post-turbine flow is condensed to
saturated liquid in the condenser and stored in the buffer tank.
Component framework: [11]. . . . . . . . . . . . . . . . . . . . . . 22

vii



viii LIST OF FIGURES

6.2.1 Control structures showing the three implementations for con-
troller C3. Component framework: [11]. . . . . . . . . . . . . . . . 31

6.3.1 Control structure for controllers used in the floating pressure case,
showing the bottoming cycle controllers and the parallel controller
for power. Component framework: [11]. . . . . . . . . . . . . . . . 34

6.3.2 Control structure for controllers used in the constant pressure case,
showing the bottoming cycle controllers and the parallel controller
for power. Component framework: [11]. . . . . . . . . . . . . . . . 35

6.3.3 Control structure used in the combined cycle case, showing the
bottoming cycle controllers and the VPC controller for resetting
the valve opening. Component framework: [11]. . . . . . . . . . . . 36

7.1.1 Comparison of OTSG outlet temperature (T37) for pressure and
mass flow pump equation to a -10K step in T 0

g . . . . . . . . . . . . 38

8.2.1 Nominal steady-state temperature and heat transfer along the length
of the OTSG. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

8.2.2 Negative step change in m0
g applied on the open-loop system. . . . 41

8.2.3 Open-loop response in ms and Ts for a negative step in m0
g. . . . . 42

8.2.4 Open-loop response in ps and P for the applied step change in m0
g 42

8.2.5 Positive step change in T 0
g applied on the open-loop system. . . . . 43

8.2.6 Open-loop response in ms and Ts, with marked liquid switching
events, for the +10K step change in T 0

g . . . . . . . . . . . . . . . . 44
8.2.7 Open-loop response in segment holdup M10 and M11, with marked

liquid switching events, for the +10K step change in T 0
g . . . . . . 44

8.2.8 Positive step change in Tp applied on the open-loop system. . . . . 44
8.2.9 Sustained oscillations in ms and Ts as a result of the positive step

change in Tp. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
8.2.10 Response in mp and Ts for applied step changes in zm. . . . . . . . 45
8.2.11 Sustained oscillations in β11 and β28 with marked switching points

for the -2.5% step change in zm. . . . . . . . . . . . . . . . . . . . 46
8.2.12 Step changes in T 0

g and following nonlinear responses in Ts for the
open-loop system. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

8.2.13 Step changes in T 0
g and following nonlinear responses in Ts with

flow controller C1 active. . . . . . . . . . . . . . . . . . . . . . . . 48
8.3.1 Response in Ts and zm for the proposed C3 controllers to a step

change in m0
g. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

8.3.2 Response in mp and mSP
p for the proposed C3 controllers to a step

change in m0
g. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

8.3.3 Response in Ts and mp for the proposed C3 controllers to a step
change in T 0

g . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
8.4.1 Reduction in power setpoint and following response in m0

g and P
for the steam cycle control structures. . . . . . . . . . . . . . . . . 52

8.4.2 Response in zv and ps to the negative setpoint change in power for
the steam cycle control structures. . . . . . . . . . . . . . . . . . . 53



LIST OF FIGURES ix

8.4.3 Increase in power setpoint and following response in m0
g and P for

steam cycle control structures. . . . . . . . . . . . . . . . . . . . . 53
8.4.4 Response in zv and ps to the increase in power setpoint for the

steam cycle control structures. . . . . . . . . . . . . . . . . . . . . 54
8.4.5 Response in P and Ts for a -10 K step change in T 0

g for the steam
cycle control structures. . . . . . . . . . . . . . . . . . . . . . . . . 55

8.4.6 Response in ps and zv for a -10 K step change in T 0
g for the steam

cycle control structures. . . . . . . . . . . . . . . . . . . . . . . . . 55
8.4.7 Response in P and Ts for the +10K step change in Tp for the steam

cycle control structures. . . . . . . . . . . . . . . . . . . . . . . . . 56
8.4.8 Response in ps and zv for the +10K step change in Tp for the steam

cycle control structures. . . . . . . . . . . . . . . . . . . . . . . . . 56
8.4.9 Response in zv and ps to the step change in T 0

g for the combined
cycle case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

8.4.10 Response in P and Ts to the step change in T 0
g for the combined

cycle case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
8.4.11 Response in zv and ps for the -10% step change in m0

g for the
combined cycle case. . . . . . . . . . . . . . . . . . . . . . . . . . . 59

8.4.12 Response in P and Ts to the -10% step change in m0
g for the com-

bined cycle case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
8.4.13 Response in zv and ps for the +10K step change in Tp for combined

cycle case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
8.4.14 Response in P and mp to the +10K step change in Tp for combined

cycle case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

B.1.1 Step in zm and response in mp used for flow controller tuning. . . . 80
B.2.1 Step in zv and response in ps used for steam pressure controller

tuning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
B.3.1 Step in mSP

p and response in Ts for temperature feedback controller
tuning in constant pressure mode. . . . . . . . . . . . . . . . . . . 82

B.3.2 Step in transformed variable v and response in Ts for temperature
feedback controller tuning in constant pressure mode. . . . . . . . 83

B.3.3 Step in mSP
p and response in Ts for temperature feedback controller

tuning in floating pressure mode. . . . . . . . . . . . . . . . . . . . 83
B.3.4 Step in v and response in Ts for temperature feedback controller

tuning in floating pressure mode. . . . . . . . . . . . . . . . . . . . 84
B.4.1 Step in pSPs and response in W used for P-controller tuning in

constant pressure case. . . . . . . . . . . . . . . . . . . . . . . . . 84
B.4.2 Step in m0

g and response in W used for PI-controller tuning in
constant pressure case. . . . . . . . . . . . . . . . . . . . . . . . . 85

B.4.3 Step in zv and response in W used for P-controller tuning in float-
ing pressure case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

B.4.4 Step in m0
g and response in W used for PI-controller tuning in

floating pressure case. . . . . . . . . . . . . . . . . . . . . . . . . . 86
B.5.1 Step in pSPs and response in zv for VPC tuning. . . . . . . . . . . . 86



LIST OF TABLES

5.3.1 IDAS solver parameters used in the simulations. . . . . . . . . . . . 27

6.1.1 Variable classification showing available MVs, CVs and DVs in the
bottoming cycle. ∗m0

g was treated as an extra degree of freedom
and not a disturbance in some cases. . . . . . . . . . . . . . . . . . 30

6.2.1 Controller tuning parameters for bottoming cycle controllers. . . . . 32
6.2.2 Controller pairings for the bottoming cycle controllers. . . . . . . . 33
6.3.1 Additional controller tuning parameters for the operational objec-

tive cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

8.2.1 Nominal steady-state for selected system variables. ∗Degree of free-
dom specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

8.2.2 Magnitude of applied step changes for open-loop disturbances. . . . 41
8.2.3 Gain and RGA matrices for the two cases. . . . . . . . . . . . . . . 47
8.3.1 Magnitude of applied step changes for temperature controller com-

parison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
8.4.1 Steady-state for selected variables in floating and constant pressure

cases. ∗Nominal controller setpoints/specifications. . . . . . . . . . 52
8.4.2 Step changes in disturbances applied on the steam cycle cases. . . . 54
8.4.3 Steady-state of the combined cycle case. ∗Nominal controller set-

points/specifications. . . . . . . . . . . . . . . . . . . . . . . . . . . 57
8.4.4 Applied step changes in the disturbance variables. . . . . . . . . . . 58

A.2.1Derived model equations for bottoming cycle. . . . . . . . . . . . . 75
A.3.1Constants and fluid properties used in the simulations. . . . . . . . 78
A.3.2Nominal boundary conditions of the system model. . . . . . . . . . 79

C.1.1Controlled variables and specifications for the available degrees of
freedom used in the simulations. Floating/constant denote whether
or not the pressure controller C2 was used. . . . . . . . . . . . . . . 87

x



ABBREVIATIONS

CV Controlled variable
DAE Differential algebraic equation
DV Disturbance variable
FOPDT First order plus dead time
FPSO Floating Production Storage and Offloading vessel
FVM Finite volume method
GT Gas turbine
MB Moving boundary
MV Manipulated variable
NTNU Norwegian University of Science and Technology
ODE Ordinary differential equation
OTSG Once-through steam generator
PDE Partial differential equation
PID Proportional integral derivative
RGA Relative gain array
SIMC Simple internal model control
ST Steam turbine



CHAPTER

ONE

INTRODUCTION

In 2023, the total greenhouse gas emissions from Norwegian petroleum-related
activities amounted to 11.6 million tons of CO2 equivalents [1]. This represented
approximately 24.8% of Norway’s total greenhouse gas emissions to air. The
petroleum-related emissions were 40% higher than in 1990, mainly due to increased
production [1].

The dominant source of emissions was gas turbines responsible for power and
heat production with 82.91% of the petroleum-related emissions [2]. Given their
large share, reducing emissions from gas turbines would significantly impact total
emissions.

In addition to being an important part of Norway’s commitment to the Paris
agreement, emission reduction also presents economic incentives for the oil and
gas sector [3]. The European Union Emissions Trading System is a key tool in
EU’s strategy to reduce greenhouse gas emissions cost-effectively [4]. In 2023, the
carbon tax was set to 761 NOK per ton of CO2 equivalents, and is expected to rise
to around 2000 NOK per ton by 2030 [2, 3]. A 1% reduction in turbine-related
emissions could have saved the oil and gas sector approximately 70 million NOK
in avoided taxes in 2023. The tax reduction comes in addition to potential savings
from reduced fuel consumption.

However, not all emission reduction measures are easily implemented offshore. For
example, electrification is a significant challenge for certain installations such as
Floating Production Storage and Offloading vessels (FPSOs). Additionally, elec-
trification has lately been heavily debated due to its potential impact on onshore
electricity price and demand [5].

Another emission reduction measure is turbine efficiency improvement. Fuel ef-
ficiency can be improved by utilizing the hot flue gas from the gas turbine to
produce additional power in a steam cycle (’bottoming cycle’). Combined cycle
power plants, which integrate gas turbines with a bottoming cycle, are standard
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2 CHAPTER 1. INTRODUCTION

practice in onshore installations but are not wide spread offshore due to size and
weight limitations [6]. A few combined cycle systems were installed in the early
2000s on the Oseberg, Eldfisk and Snorre B platforms with the aim of reducing
the fuel consumption with 25% [7].

1.1 Previous Work and Scope

This work is a part of a case study in the LowEmission subproject SP1. The ob-
jectives of this project include increasing the overall efficiency of gas turbines and
enabling more wide-spread implementation by optimizing weight and developing
effective control strategies [8]. A lot of research has been conducted in the project
since the project start-up in 2019: Montañés et al. (2021) [9] and Mazzetti et al.
(2021) [10] optimized the geometry and minimized the weight of the once-through
steam generator (OTSG). Zotică et al. (2022) [11] proposed nonlinear input and
output transformations for feedforward control of heat to power cycles. Montañés
et al. (2024) [6] studied the performance, operation and control of a combined cy-
cle for offshore operation using a high-fidelity model, to mention a few. Another
relevant study is Zotică et al. (2020) [12] which studied operation and control of
drum-based heat to power cycles, with fixed point of vaporization.

This thesis is a continuation and improvement of the model development in the
specialization project Davidsen (2024) [13]. The project developed a discretized
model of the OTSG with moving point of vaporization. The scope of this work is
to develop a model of the bottoming cycle including the developed OTSG model
to study performance and operational strategies for offshore implementations with
moving point of vaporization. The results will be compared with relevant studies,
such as the high-fidelity model in Montañés et al. (2024) [6] and the fixed point
of vaporization model in Zotică et al. (2020) [12].

1.2 Thesis Structure

The thesis is divided into 10 chapters. Chapter 1 gives a brief motivation and
overview of previous work. Chapter 2 presents some basic concepts within model-
ing and process control. Chapter 3 describes the bottoming cycle process studied
in this project. Chapter 4 presents the mathematical model formulation of the
bottoming cycle model with the underlying assumptions, while the model imple-
mentation is described in Chapter 5. Chapter 6 elaborate on the control structures
developed on top of the bottoming cycle model which were studied in this work.
The simulation results and discussion are divided into two chapters, where the
simulations only involving the OTSG are given in Chapter 7 and the bottoming
cycle simulations are given in Chapter 8. Additional discussion is included in
Chapter 9, while the conclusion and further work are given in Chapter 10.
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TWO

BASIC CONCEPTS

2.1 Spacial Discretization

Two of the most common methods for discretization in thermo-fluid simulations
are moving boundary (MB) and finite volume method (FVM). In the MB method,
the heat exchanger is divided into three uneven volumes for liquid, two-phase and
gas. The size of each volume change with the operating conditions within the heat
exchanger. In contrast, the FVM-method divide the heat exchanger into evenly
sized volumes. Each control volume can exist in a liquid state, a gas state, or a
two-phase state, and the fluid state changes with the operating conditions. [14]

Both methods transforms the partial-differential-equations (PDE) into ordinary
differential equations (ODE) by discretizing the system along the one-dimensional
spatial domain. The transformed equations are easier to solve numerically [15].
Mass and energy balances are applied on the discretized volumes, and the formula-
tion of both discretization methods imply that the mass and energy are conserved
over each volume and the total volume [16]. Figure 2.1.1 illustrates how these
methods can be applied to model a liquid-to-gas phase transition in a heat ex-
changer tube.

Despite their similarities, the methods differ in metrics such as accuracy, com-
putational cost and complexity. The FVM method is generally less complex to
implement than the MB method, as it use fixed boundaries. Depending on the dis-
cretization resolution, FVM may offer higher accuracy than MB. However, FVM
tends to be more computationally intensive due to the greater number of equations
that need to be solved. [17]
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… …

Liquid Two-phase Gas

Liquid Two-phase Gas

Figure 2.1.1: Discretization methods FVM (on top) and MB (on bottom) for a
liquid to gas phase transition in a tube.

2.2 Dynamic Systems

In the context of dynamic processes, system variables are generally classified into
three types. Manipulated variables (MV, u), are those that can be adjusted by
the control system. An example of a manipulated variable is a valve position. Dis-
turbance variables (DV, d) affect the process but cannot be directly manipulated.
Controlled variables (CV, y) are the process variables that the system aims to
regulate to a desired setpoint. This classification forms the basis for the analysis
and design of control systems. A block diagram of a general dynamic system is
shown in Figure 2.2.1. [18]

Process

Figure 2.2.1: Block diagram of a general dynamic system.
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2.3 Process Control

A process control system can be decomposed into several layers, based on time-
scale separation and physical distance. In this work, the focus is on the regulatory
control layer, whose primary objective is to prevent the process from deviating
from its designated setpoint over short time scales [19].

Several control strategies are available to achieve the objectives of regulatory con-
trol. One common approach is feedback control, which utilize the deviation be-
tween the CV and its setpoint to apply corrective action using the MV. An im-
portant advantage of feedback control is that it can correct for unmeasured dis-
turbances. Feedforward control is another control strategy that use a model to
correct measured disturbances before the CV is affected. However, feedforward
control has some drawbacks as the system is not able to correct for unmeasured
disturbances. Therefore, these two methods are often combined for industrial
applications to leverage the strength of both strategies. [18]

Proportional–integral–derivative(PID)-controllers are widely used in the industry
for feedback control. The controller consists of three terms: the proportional part
adjust the output based on the size of the error, the integral part removes the
steady-state offset by integration and the derivative part predict the future trend.
[20]

The derivative term of the PID-controller is often neglected as it is sensitive to
measurement noise and good control can often be achieved without it [21]. This
results in the PI-controller equation as shown in Eq. 2.1.

u = u0 +Kc(ySP − y) +
Kc

τI

∫ t

0

(ySP − y)dt (2.1)

Here, y is the controlled variable with the setpoint ySP , u represents the control
output with bias u0, and Kc and τI are tuning parameters. The actual control
output applied to the process may be subject to physical constraints. For instance,
a valve cannot open beyond its fully open position or close beyond fully shut. This
valve saturation can be expressed as shown in Eq. 2.2, where ũ is the actual control
output.

ũ = max(0,min(u, 1)) (2.2)

The PI-control loop can be visualized in a block diagram as shown in Figure 2.3.1.
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+
+

Process+
-

Figure 2.3.1: Block diagram for PI-controller with valve saturation. [19]

Anti-windup is important for controllers with integral action as valves may satu-
rate. If a valve is saturated over a long period of time, the integral error becomes
very large and an equally large input with opposite sign is needed to counteract
the error. The windup can therefore disable the controller over a substantial pe-
riod of time. Anti-windup is used to disable the integral action when the valve is
saturated [19]. The PI-controller equation with anti-windup is shown in Eq. 2.3,
and in a block diagram in Figure 2.3.2.

u = u0 +Kce+
Kc

τI

∫ t

0

e dt+
1

τT

∫ t

0

eT dt

where: e = ySP − y, eT = ũ− u

(2.3)

+
+

Process+
-

+
+

+
-

Figure 2.3.2: Block diagram for PI-controller with valve saturation and Anti-
windup. [19]
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2.3.1 SIMC Tuning

The tuning coefficients Kc, τI and τT can be calculated with SIMC [22] tuning
rules based on the model parameters k, τ and θ, and closed-loop time constant τc.
k is the steady-state gain, τ is the time constant and θ is the delay. The model
parameters can be found by applying step changes to the system. This section
describe the tuning models used in this work.

2.3.1.1 FOPDT Model

The first order plus dead time (FOPDT) model is a useful approximation for most
real processes, and Skogestad’s Half-rule can be used to approximate higher order
dynamics [19]. The model parameters can be found from the system response as
shown in Figure 2.3.3.

The SIMC tuning rules used for a FOPDT process are shown in Eq. 2.4. For
anti-windup, τT is assumed to be equal to τI .

Kc =
1

k

τ

τc + θ

τI = min(τ, 4(τc + θ))
(2.4)
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Figure 2.3.3: Example on how model parameters can be found from a step
change for a FOPDT response.
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2.3.1.2 Instantaneous Processes

For processes where the change is instantaneous (τ = 0s) a pure I-controller can
be used [19]. This could for example be pressure related dynamics which can be
very fast. For instantaneous processes, the SIMC tuning rules becomes as shown
in Eq. 2.5.

τI = τ

KI =
Kc

τI
=

1

k

1

τc + θ

(2.5)

Since τ is zero, only the integral term of the PI-equation remains as shown in Eq.
2.6.

u = u0 +KI

∫ t

0

e dt (2.6)

2.3.1.3 P-controller Tuning

P-controllers were tuned as the proportional gain of a SIMC PI-controller as shown
in Eq. 2.7.

Kp =
1

k

1

τc + θ
(2.7)

This leaves only the proportional part of the PI-controller equation as shown in
Eq. 2.8.

u = u0 +Kpe (2.8)
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2.3.2 Relative Gain Array (RGA)

RGA is a measure of interaction for multivariable input-output systems [23]. G is
an n × n non-singular steady-state gain matrix, as shown in Eq. 2.9. Each element
gij represents the steady-state gain from manipulated variable j to controlled
variable i.

G =

[
g11 g12
g21 g22

]
(2.9)

The RGA matrix can then be calculated with Eq. 2.10 where × denote element-
by-element multiplication.

RGA = G× (G−1)T (2.10)

The RGA matrix can also be used to decide on yi-uj pairings based on the following
RGA pairing rules listed in Skogestad (2005) [23]:

• Pairing rule 1: Prefer pairings such that the rearranged system, with se-
lected pairings along the diagonal, has an RGA matrix close to identity at
frequencies around the closed-loop bandwidth.

• Pairing rule 2: Avoid (if possible) pairing on negative steady-state RGA
elements.
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CHAPTER

THREE

PROCESS DESCRIPTION

The combined cycle consists of a gas turbine and connected steam bottoming
cycle. The bottoming cycle is a simple steam cycle, and is conceptually the same
as presented in Zotică et al. (2022) [11]. The main units in the bottoming cycle are
a pump, steam generator, steam turbine and condenser, as shown in Figure 3.0.1.
The combustion in the gas turbine (GT) produce power and hot flue gas that
contain excess energy in the form of heat. The flue gas energy can be recovered
and used to generate superheated steam in the OTSG. The superheated steam is
used to generate additional power in the steam turbine (ST) increasing the fuel
efficiency of the combined cycle. The steam is then condensed in a condenser and
recycled in the closed-loop system by the feedwater pump.

OTSG

Flue gas

Condenser

Steam turbine

G

Generator

Pump

Gas
turbine

G

Generator
Air compressor

Combustion

Buffer tank

Feedwater

Superheated
steam

GT exhaust

Air

Fuel

Figure 3.0.1: Process flowsheet of the combined cycle showing the GT and
main process components of the bottoming cycle such as pump, OTSG, ST and
condenser. Component framework for flowsheets developed by Zotică et al. (2022)
[11].
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3.1 Heat-to-Work Cycles

The bottoming cycle is a heat-to-work cycle which consists of four main steps:

1. Pump - Isenthalpic compression of the working fluid from the saturation
pressure to OTSG inlet pressure.

2. OTSG - Super-heated steam generation with pressure drop.

3. Turbine - One stage isentropic expansion of steam.

4. Condenser - Isobaric condensation of fluid to saturated liquid.

These steps are illustrated in a p-H-diagram in Figure 3.1.1. The diagram is a
visual representation and does not depict the operating conditions with complete
accuracy. As shown in the figure, step 3 corresponds to the energy which is
converted to work by the steam turbine, while step 4 represents the energy that is
transferred to the bottoming cycle, but not converted into useful work. The figure
indicates that approximately one-third of the energy transferred to the bottoming
cycle in Step 2 is converted into work by the cycle.

Figure 3.1.1: p-H diagram [24] showing the main steps of the heat-to-work cycle.

For optimal steam turbine operation, the liquid fraction at the turbine outlet
should not exceed 0.13–0.16, as higher fractions can cause erosion and damage to
the turbine [21]. To maximize efficiency, the outlet pressure should be kept as low
as possible, typically between 0.03 and 0.07 bar [21]. However, if the liquid is sub-
cooled, the efficiency is reduced as more energy is required to heat the fluid in step
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2. The pressure range corresponds to a saturation temperature in the condenser
of approximately 24–39◦C, based on the Antoine equation. Cooling water suitable
for maintaining these condenser operating conditions is readily available in arctic
regions such as Norway.

3.1.1 Boundary Conditions

Boundary conditions are important for defining the limits of the system model. In
this work the focus is on the bottoming cycle and the gas turbine is not modeled,
but its effect on the bottoming cycle is captured through the flue gas mass flow
(m0

g) and temperature (T 0
g ). These variables make up the boundary conditions of

the model on the exhaust gas side.

The bottoming cycle is modeled using pressure driven flow with pressure bound-
aries on both sides of the pump. At the OTSG cold side inlet, the pump acts as
the boundary, with fixed pump pressure (pp) and temperature (Tp). At the end
of the cycle, the condenser pressure (pc) is used as a boundary condition, based
on the assumption of perfect cold side mass flow control. The nominal boundary
conditions used in the simulations are given in Appendix A.3.
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CHAPTER

FOUR

MATHEMATICAL FORMULATION

This chapter aims to show how the bottoming cycle was formulated mathemati-
cally and the underlying assumptions of the model. Simplified models are often
used for control purposes. The model is based on assumptions, including the ideal
gas law, constant heat capacity and homogeneous two-phase flow. Modeling prin-
ciples such as conservation of mass and energy were applied. Each process unit
will be further described in the following sections. The complete set of equations,
assumptions and parameters used in the model are given in Appendix A.

4.1 OTSG Model

The OTSG model was developed in the specialization project Davidsen (2024) [13].
It was modeled as an ideal counter current heat exchanger with phase change from
liquid to steam on the cold side and no phase change on the hot side. The total
volume and area of the OTSG were equally distributed over N segments using
FVM discretization. The FVM method was chosen due to its straightforward
implementation and the computational expense is considered negligible as the
overall system of equations remains relatively small. Each segment contains a hot
and a cold side with connecting inflows and outflows. Mass and energy balances
were applied on each segment. A visualization of the OTSG model is shown in
Figure 4.1.1. Assumptions and equations are summarized in Appendix A.1 and
A.2, and only changes to the model developed in the specialization project will be
described in detail.

The specialization project highlighted some model related issues for further work.
The following section aims to resolve some of these issues and elaborate on addi-
tional development of the model before the system was extended with the remain-
ing process units.

15
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Figure 4.1.1: OTSG model developed in Davidsen (2024) [13] discretized with
N elements. Each segment has an inlet and outlet flow for each side and heat
transfer from the hot to cold side.

4.1.1 Model Revisions Compared to Specialization Project

One of the issues presented in Davidsen (2024) [13] was related to the heat transfer
equation and its dependency on the discretization resolution. The specialization
project proposed changing the modeling of the temperature driving force (∆T )
used in the heat transfer equation shown in Eq. 4.1. The temperature driving
force was changed to arithmetic as shown in Eq. 4.2 to minimize this effect in the
revised model.

Qi = UiA∆Ti (4.1)

∆Ti = Tg,i − Ti (Original)

∆Ti,Ar =
Tg,i+1 − Ti

2
+

Tg,i − Ti−1

2
(Revised)

(4.2)
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Another issue presented was solver breakdown during reversed flow caused by
larger step changes such as -50% cold side flow. The project found that the
breakdown was caused by a rise in temperature followed by a change of state in
the first segment but not the consecutive segments. However, the cause of the
increased temperature was not identified. The model is not designed to handle
reversed flow. While the solver is able process such conditions, the results are
not realistic because the underlying equations are invalid. For example, the cold-
side specific enthalpy (hi) is calculated using the temperature of segment i. Since
the equations are not changed during reversed flow, this gives wrong segment
temperature in enthalpy calculation. This is particularly an issue for the first
segment as the pump temperature (Tp) is fixed. Resulting in an energy build-up
in segment 1 as a fixed amount of energy is leaving the segment for reversed flow
as shown from the energy balance in Eq. 4.3.

dH1

dt
= mphp −m1h1 +Q1 (4.3)

This inconsistency is assumed to be the root cause of the solver breakdown. Even
though reversed flow could be realistic for short periods of time, it was decided
to not accommodate for this phenomena in the model. Instead, very large step
changes were avoided to prevent reversed flow from occurring.

4.1.2 Additional Model Revisions

4.1.2.1 OTSG Heat Transfer

In the previous model, the overall heat transfer coefficient (U) was constant for
all cold side fluid phases. The change of phase on the cold side was assumed to
have small influence on U as the low pressure flue gas on the hot side has the
largest resistance for the overall heat transfer. This assumption does not hold
in this work as the OTSG geometry is significantly different. Due to mounted
fins on the hot side, the effective hot side area is much larger, reducing the hot
side resistance. Consequentially, U has a higher dependency on the cold side heat
transfer coefficient and the phase change cannot be neglected.

To capture the changes in U better, a polynomial extrapolation was made based
on provided OTSG data from Montañés et al. (2021) [9] on cold side heat transfer
coefficient (hs) and hot side heat transfer coefficient (hg).

On the cold side, an extrapolation for each state as a function of vapor quality
(β) was made. A lower boundary on hs was used outside the range β ϵ [−0.5, 1.5]
(T ϵ [39◦C, 505◦C]) for numerical stability. Additionally, two transition polyno-
mials were made around the switching points to make one continuous function.
The transition polynomials were made on a domain ±0.05 around the switching
points. The polynomial extrapolation as a function of β is shown in Figure 4.1.2a.
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On the hot side, a single extrapolation as a function of flue gas temperature was
made, as there is no phase change on this side. The polynomial extrapolation
is shown for the range Tg ϵ [400K, 750K] in Figure 4.1.2b, which is expected to
capture the operational range of the OTSG.

The overall heat transfer coefficient was then calculated for each segment as shown
in Eq. 4.4. The effects of increased heat transfer on the hot side due to geometry
are captured in the variable Acorr. Note that thermal resistance in the wall is not
considered in this work, and is neglected in the calculation of U .

Ui =
1

1

hs(βi)
+

1

hg(Tg,i) · Acorr

(4.4)
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Figure 4.1.2: Polynomial extrapolation for hs and hg used in calculation of U .

4.1.2.2 Pump Implementation

The OTSG model was developed with pressure boundaries at the inlet and outlet
of the cold side. It was later discovered that this may have caused the ‘Spring
effect’ during transitions seen in Davidsen (2024) [13], which caused mass and
pressure oscillations making the system difficult to control. The feedwater pump
equation at the OTSG cold side inlet was changed to include a valve so that the
pump mass flow could be used as a manipulated variable, as shown in Eq. 4.5.

mp = kOTSG(pp − p1) (Previous pump equation)
mp = zmkm(pp − p1) (new pump equation)

(4.5)

The valve was assumed isenthalpic and with linear valve characteristics. It was
designed with a pressure drop of 5 bar, and a nominal valve opening zm,0 = 0.5.
The pressure drop help prevent reversed flow when the OTSG pressure vary. The
pump, valve and OTSG with relevant system variables are shown in Figure 4.1.3.
Simulations of different pump equations for the OTSG are shown in Chapter 7.
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OTSG

mg, Tg m0
g, T

0
g

Pump

pp, Tp

zm

mp

mN , TN

Figure 4.1.3: Pump with pressure boundary and valve for mass flow control
(subscript p). The hot flue gas vaporize the working fluid making superheated
steam in the OTSG. Component framework: [11]

4.2 Superheated Steam Section

The superheated steam section is the part of the bottoming cycle where the work-
ing fluid exists as steam. This section includes the process units: steam valve,
steam turbine, and two steam holdups. The units are illustrated in Figure 4.2.1.

Steam turbine

G

Generator

MT HT

TT pT
ms

Ms Hs

Ts ps

Steam holdup

mN mT

TU , pc mU

Figure 4.2.1: Main components of the superheated steam section. The super-
heated steam from the OTSG outlet (subscript N) enter the first steam holdup
(subscript s) followed by the isenthalpic valve and the second steam holdup (sub-
script T). Further, the fluid is expanded in the steam turbine where the mechanical
energy is converted to electrical energy in the generator. The post-turbine flow
(subscript U) is then condensed in the condenser (subscript c). Component frame-
work: [11].
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4.2.1 Steam Holdups

A volume of superheated steam was added between the OTSG and superheated
steam valve which represent the pipe volume in this section. Additionally, a similar
volume was added between the valve and turbine to represent the steam holdup
of the turbine. These volumes were modeled the same way as an OTSG cold
side volume with dynamic mass and energy balances, but without heat transfer
(Q=0). The equations, assumptions and parameters regarding the steam holdups
are summarized in Appendix A.

4.2.2 Steam Valve

The superheated steam valve is one of the available manipulated variables of the
system. The valve was assumed to be isenthalpic and have linear valve character-
istics. The valve equation is shown in Eq. 4.6.

ms = zvkv(ps − pT ) (4.6)

zv is the valve opening and kv is the valve coefficient. The superheated steam valve
was designed with 1 bar pressure drop and a nominal valve opening zv,0 = 0.9.

4.2.3 Steam Turbine

The steam turbine was designed as a singe stage turbine. Here static mass balance
was assumed, giving the outlet flow (mU) equal to the inlet flow (mT ) as shown in
Eq. 4.7. Note that the steam holdup of the turbine is modeled in the preceding
volume.

mU = mT (4.7)

Assuming isentropic expansion of an ideal gas with constant heat capacity within
the turbine, the outlet temperature (TU) can be related to the inlet temperature
(TT ) through the pressure ratio across the turbine, as given in Eq. 4.8. Here, R
is the gas constant, CS

p is the heat capacity of steam, and Mw is the molecular
weight of the water.

TU = TT

(
pc
pT

) R

CS
p Mw

(4.8)
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From the static energy balance, assuming adiabatic operation, the work output
of the turbine (W ) is equal to the change in enthalpy across the turbine. This is
expressed in Eq. 4.9, where η is the polytropic efficiency.

W = −ηmTC
s
p(TT − TU) (4.9)

The power (P ) represents the base load and is defined as the negative of the work,
assuming no loss in conversion from mechanical to electrical energy as shown in
Eq. 4.10.

P = −W (4.10)

The mass flow coefficient (ϕd) can be used for gas turbine design to relate the
operating conditions to a design point as shown in Eq. 4.11. The flow coefficient
was set based on the nominal operating conditions, as no industrial turbine model
was used.

ϕd =
mT

√
TT

pT
(4.11)

The assumption of isentropic expansion for the turbine implies that the fluid re-
mains in gas phase, which is not the case as the outflow of the turbine may contain
condensate. As a result, the temperature and vapor quality therefore have to be
recalculated for the post-turbine flow to account for phase change. The specific
enthalpy at the turbine outlet (hU) is calculated based on the outlet temperature
using Eq. 4.12.

hU = Cw
p (T

sat
U − TRef ) + ∆Hvap + Cs

p(TU − T sat
U ) (4.12)

Due to the two-phase outflow assumption, the real temperature (T real
U ) is equal to

the saturation temperature (T sat
U ) as shown in Eq. 4.13.

T real
U = T sat

U (4.13)

The saturation temperature was calculated using Antoine equation as shown in
Eq. 4.14, where Ac, Bc and Cc are the Antoine coefficients.

log10(pc) = Ac −
Bc

T sat
U + Cc

(4.14)

The enthalpy and saturation temperature can then be used to recalculate vapor
fraction as shown in Eq. 4.15.

hU = Cw
p (T

sat
U − TRef ) + βU∆Hvap (4.15)
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4.3 Condenser and Buffer Tank

The condenser and buffer tank make up the remaining part of the bottoming cycle.
The process units are illustrated in Figure 4.3.1. The post-turbine flow is cooled
to saturated liquid in the condenser and stored in the buffer tank.

Condenser pc

mcold,out

Tcold,out

mcold,in

Tcold,in

Mb

Buffer tank

mc, Tc

mU , TU

mp

Figure 4.3.1: Condenser and buffer tank making up the remaining section of the
bottoming cycle. The two-phase post-turbine flow is condensed to saturated liquid
in the condenser and stored in the buffer tank. Component framework: [11].

4.3.1 Condenser

The condenser was modeled with a single hot side (process side) volume. It is
assumed that the heat is removed with ‘perfect’ cold side mass flow control. Due
to this assumption the condenser saturation pressure is constant. The hot side
was modeled with static mass and energy balances as shown in Eq. 4.16.

mc = mU

Qc = mUhU −mchc

(4.16)

In the condenser it was assumed two-phase inlet flow and saturated liquid outlet
flow on the hot side. This gives the following relations for the condenser outlet
temperature (Tc) and enthalpy (hc).

Tc = T sat
U

hc = Cw
p (Tc − TRef )

(4.17)
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4.3.2 Buffer Tank

To close the loop, a buffer tank was added to the cycle. The saturated liquid is fed
into the tank while the feedwater pump removes the needed amount of liquid from
the tank. The buffer tank was modeled with a dynamic mass balance as shown in
Eq. 4.18.

dMb

dt
= mc −mp (4.18)

Since the saturation temperature in the condenser is the same as the pump fluid
temperature, the energy balance over the buffer tank is closed, but not explicitly
modeled.
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FIVE

MODEL IMPLEMENTATION

The system of equations contains first order differential equations (ODE) and
algebraic equations and is therefore a system of differential-algebraic equations
(DAE). The general form of the DAE is shown in Eq. 5.1, where x denotes
differential states, z denotes algebraic states and t is time.

ẋ = f(x, z, t)

0 = g(x, z, t)
(5.1)

The DAE system was implemented in the symbolic framework for numerical opti-
mization and optimal control, CasADi (v.3.6.6) [25]. CasADi supports integration
with both Python and Matlab. For this work, Matlab (v.R2023a) was selected as
the implementation environment.

5.1 Detecting Phase Change

The working fluid in the OTSG undergoes a phase change. The fluid states are
physically different, and are thus governed by different equations. Since the state
of a volume changes with time, the model has to be able to detect and change
the equations used in the solver during simulation. The vapor quality (β) was
used to detect such changes: When allowing β to be any real value (R), it can
be interpreted as sub-cooled liquid for β ≤ 0, two-phase fluid for 0 < β < 1
and super-heated steam for β ≥ 1. Note that the limits are carefully chosen for
numerical reasons: including β = 0 in the two-phase region could result in zero
pressure. This yields two logical conditions for the points at which the governing
equations change (‘switching points’):
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Condition 1: β ≥ 1

Condition 2: β ≤ 0

CasADi contains functions for evaluating logical conditions containing symbolic
variables, and in this case the if_else function is particularly useful. The two
conditions can be arranged in a nested if-else-statement, as shown in Eq. 5.2,
where Gas, Liquid and Two-phase represents the algebraic equation for the given
state. The nested statement was passed to the solver for each set of changing
equations allowing the solver to switch equation based on the fluid state at each
step in time.

if_else(Condition 1, Gas, if_else(Condition 2, Liquid, Two-phase)) (5.2)

The implementation of detecting and switching equations was developed for the
OTSG in Davidsen (2024) [13]. In this work, the logic was extended for changing
U as described in Chapter 4.1.2.1, and other process units such as the superheated
steam volumes.

5.2 Controller Implementation

The integration terms within the control equations were treated as additional
states, ê and êT , which were evaluated by giving the errors, e and eT , as differential
equations to the solver, returning the integrated error as shown Eq. 5.3.

ê =

∫
e dt ⇔ dê

dt
= e

êT =

∫
eT dt ⇔ dêT

dt
= eT

(5.3)

This gives the rewritten version of the PI-equation with anti-windup as shown
in Eq. 5.4. u was then evaluated at each timestep and used in differential and
algebraic equations to manipulate the system.

u = u0 +Kce+
Kc

τI
ê+

1

τT
êT (5.4)
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5.3 Numerical Solver

The DAE was solved from the initial condition over the specified length in time
using the IDAS solver from the SUNDIALS library [26]. IDAS is a general purpose
solver for DAE initial value problems [27]. For the simulations, the default IDAS
solver was used: the variable order, variable step BDF integrator automatically
choose the time step which gives smaller steps in regions with rapid dynamics and
long steps in smooth regions [27]. The nonlinear equations at each time step were
solved using a newton iteration, and the linear systems within were solved using a
dense, direct method. The parameters used in the solver are listed in Table 5.3.1.

Table 5.3.1: IDAS solver parameters used in the simulations.

Parameter Value

reltol 10−9

abstol 10−9

max_num_steps 10000
tf [s] 1
newton_scheme direct (default)
linear_solver qr (default)

5.4 Simulator Initialization

The bottoming cycle units, especially turbine and condenser, were sensitive to
the initial guess. Therefore, a reasonable initial guess had to be set for successful
initialization of the model in order to find a steady-state.

The OTSG model developed in the specialization project was able to initialize
with liquid state in all segments. This model was therefore used to provide an
approximate initial guess for the OTSG. This state was then loaded with guesses
for the remaining system variables for initialization of the bottoming cycle close
to the nominal steady-state.
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CHAPTER

SIX

CONTROL

This chapter aims to elaborate on the control structure design and objectives.
The chapter is divided into two main parts, and will first describe the bottoming
cycle controllers and then the operational strategies for power developed on top of
the control layer of the bottoming cycle. Dynamic responses used for tuning and
example calculations of tuning parameters are given in Appendix B. The tuning
of the bottoming cycle controllers are summarized in Table 6.2.1 and additional
tuning for the operational strategies are summarized in Table 6.3.1.

6.1 Variable Identification

In the bottoming cycle described in Chapter 3, there are three degrees of freedom:
feedwater pump valve (zm), steam valve (zv), and condenser cold side mass flow
(mcold,in). Further, four available controlled variables in the bottoming cycle were
considered: steam temperature (Ts), condenser pressure (pc), steam pressure (ps),
and steam turbine work (W ). The flue gas temperature (T 0

g ), mass flow (m0
g) and

pump temperature (Tp) were considered the most important disturbances for the
bottoming cycle. T 0

g and m0
g were assumed independent variables, but are in a

combined cycle configuration correlated as they are influenced by the gas turbine
load. An overview of the variable classification is given in Table 6.1.1.

In some cases presented in this work, m0
g was assumed to be an extra available

degree of freedom for operational strategies on W , this is further described in
Chapter 6.3. pc was assumed to be constant by perfect control of mcold,in, as
detailed in Chapter 4.3.1, and will therefore not be considered further in control
structure design. This leaves Ts and ps as CVs, and zv and zm as MVs available
in the bottoming cycle. The following pairings were selected for the remaining
variables: zm-Ts and zv-ps. The steam temperature controller was implemented as
a cascade controller as developed in Zotică et al. (2022) [11] with a flow controller
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as inner loop. The chosen pairings and the necessity for flow controller will be
further discussed in Chapter 8.2.2 and 8.2.3.

Table 6.1.1: Variable classification showing available MVs, CVs and DVs in
the bottoming cycle. ∗m0

g was treated as an extra degree of freedom and not a
disturbance in some cases.

MV CV DV

zm Ts T 0
g

zv ps m0∗
g

mcold,in pc Tp

W

6.2 Bottoming Cycle Pairing and Tuning

6.2.1 Flow Controller (C1)

A flow controller was implemented to regulate the feedwater mass flow, and used
the pump valve position as manipulated variable. The pressure dynamics of the
system are fast and the mass flow is influenced by the pressure drop across the
pump valve.

The controller was designed as a pure I-controller, with a closed-loop time constant
τc = 5s. This resulted in an integral gain of KI = 0.0097. The flow controller was
tuned first because of its good effect on the system dynamics and serves as the
inner loop of the cascade control structure for temperature controller C3.

6.2.2 Steam Pressure Controller (C2)

The steam valve was used to control the steam pressure, measured upstream of
the valve. Note that the downstream pressure (pT ) cannot be used as this would
set the flow rate twice in the bottoming cycle, and therefore be inconsistent [28].

The pressure controller was implemented as a PI-controller with anti-windup. The
controller was tuned with the flow controller C1 active, and τc = 5s, which gave
Kc = −2.4528 and τI = 13s as tuning parameters.
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6.2.3 Steam Temperature Controller (C3)

To control the steam temperature (Ts), several control structures were evaluated
as the outer control loop for the flow controller: A feedback controller, a feedfor-
ward controller and a combined feedback and feedforward controller. The control
structures are shown in Figure 6.2.1.

The controllers were tuned separately for two operating modes: constant pressure
mode, where the steam pressure controller C2 was active, and floating pressure
mode, where it was inactive.

Condenser

Steam turbine

G

Generator

Pump

FC
mp

zm

TC

Ts

mSP
p

TSP
s

FC
pc

(a) Feedback
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(b) Feedforward
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(c) Feedback and feedforward

Figure 6.2.1: Control structures showing the three implementations for controller
C3. Component framework: [11].

6.2.3.1 Feedback Controller (C3.1)

The feedback controller regulate Ts by manipulating the setpoint for the flow
controller (mSP

p ). The controller implementation is shown in Figure 6.2.1a. It
was designed as a PI-controller and with a closed-loop time constant of 100s due
to system dynamics and sufficient timescale separation for the inner loop. The
resulting tuning parameters are as follows: Kc = −0.03036 and τI = 236s for
floating pressure and Kc = −0.02718 and τI = 199s for constant pressure.

6.2.3.2 Combined Feedforward and Feedback (C3.2)

A nonlinear feedforward and feedback controller for control of steam bottoming
cycles was developed in Zotică et al.(2022) [11]. It utilized the steady-state energy
balance over the OTSG for feedforward disturbance rejection. The controlled
variable was steam enthalpy (hs), and the manipulated variable was mSP

p . In the
paper, hs depended on both Ts and ps, but since the enthalpy is assumed to be
independent of pressure in this work, it is more convenient to control Ts directly.

The non-linear input and output transformations were therefore derived from the
OTSG energy balance for Ts instead of hs and are shown in Eq. 6.1. v0 is the static
transformed input equal to the nominal steam temperature, v is the transformed
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controller output, and u is equal to mSP
p . The combined controller is shown in

Figure 6.2.1c, and a detailed derivation of the equations is provided in Appendix
D.

e = T SP
s − Ts

v0 = Ts = Tp −
∆Hvap(Tp)

Cs
p

+
m0

gC
g
p

mpCs
p

(T 0
g − Tg)

v = v0 +Kce+
Kc

τI

∫ t

0

e dt

u = mSP
p =

m0
gC

g
p (T

0
g − Tg)

∆Hvap(Tp) + Cs
p(v − Tp)

(6.1)

The feedback controller was tuned as a PI-controller based on a step in the trans-
formed variable v, and with a closed-loop time constant of 100s. This resulted in
Kc = 4.0069 and τI = 790s for floating pressure, and Kc = 3.6902 and τI = 730s
for constant pressure mode.

6.2.3.3 Feedforward Controller (C3.3)

The feedforward controller has essentially the same implementation as C3.2, but
the feedback loop was deactivated with Kc = 0. The controller was therefore only
using the inverted energy balance to change mSP

p . The controller is illustrated in
Figure 6.2.1b.

6.2.4 Tuning Summary

The controller tunings and pairings of the bottoming cycle controllers are summa-
rized in Table 6.2.1 and 6.2.2 respectively.

Table 6.2.1: Controller tuning parameters for bottoming cycle controllers.

Controller τc [s] Kc τI [s] KI

C1 5 - - 0.0097
Floating pressure mode
C3.1 100 -0.03036 236 -
C3.2 100 4.0069 790 -
C3.3 - 0 - -
Constant pressure mode
C2 5 -2.4528 13 -
C3.1 100 -0.02718 199 -
C3.2 100 3.6902 730 -
C3.3 - 0 - -
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Table 6.2.2: Controller pairings for the bottoming cycle controllers.

Controller MV CV

C1 zm mp

C2 zv ps
C3 mSP

p Ts

6.3 System Operational Objectives

Two cases with different operational objectives for the bottoming cycle were con-
sidered in this work: ‘steam cycle’ and ‘combined cycle’. In the steam cycle case
the system has to satisfy power demand. The objective of the power controller
was therefore to perform rapid power control. In combined cycle case, the power
demand was handled by the gas turbines. Here, the objective of the steam turbine
was therefore maximizing power for higher combined cycle efficiency.

6.3.1 Steam Cycle Case

In the steam cycle case, the objective was to satisfy the power demand (W SP )
which could for example be set by a controller measuring the grid frequency. The
steam cycle case assumes that m0

g was an available MV. Since there are no gas
turbines in this configuration, the setup more closely resembles a coal-fired power
plant.

To maintain the steam cycle objective, a parallel controller with multiple inputs
and a single output was implemented. The parallel controller was developed based
on using one MV for fast response and another for long term response, as presented
in Zotică et. al (2020) [12]. Two sub-classes were developed for the steam cycle
case: one for floating pressure mode and one for constant pressure mode.

In the floating pressure case, the steam valve was used for rapid power control and
flue gas mass flow was used for long term control. The steam valve has a fast, but
temporary effect on power. The flue gas mass flow has a good steady-state effect
on power, but the delay to power is somewhat longer. The control structure used
in the floating pressure case is shown in Figure 6.3.1.

In the constant pressure case, the fast controller did not act directly on the valve.
Instead, it adjusts the setpoint of the steam pressure controller (pSPs ). The long
term controller manipulate the flue gas flow as for the floating pressure case. The
control structure for the constant pressure case is shown in Figure 6.3.2.

It is important that only one of the parallel controllers have integral action [19].
For both cases, the long term controller was tuned as a PI-controller, while the
fast controller was tuned as a P-controller. The P-controller has a bias u0, and
resets u to u0 at steady-state. Additionally, the cases differ in timescale separation.
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In the constant pressure case the P-controller was tuned with τc = 20s, and the
PI-controller with τc = 80s. While in the floating pressure case, the P-controller
was tuned with τc = 5s and PI-controller with τc = 40s. The controller tunings
are given in Table 6.3.1.
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Figure 6.3.1: Control structure for controllers used in the floating pressure case,
showing the bottoming cycle controllers and the parallel controller for power.
Component framework: [11].



CHAPTER 6. CONTROL 35

G

Pump

G

FC
mp

zm

Variable
transformation

mSP
p

m0
g, Tg, T

0
g , Tp

TC
Ts

v

TSP
s

PC
pc

mcold,in

pSP
c

PC
ps

zv

WC
P-Controller

∆pSP
spSP

s,0

pSP
s

WC
PI-Controller

m0
g

WSP
W

W

Air

Fuel

Figure 6.3.2: Control structure for controllers used in the constant pressure
case, showing the bottoming cycle controllers and the parallel controller for power.
Component framework: [11].

6.3.2 Combined Cycle Case

In the combined cycle case, the flue gas mass flow was treated as a disturbance and
therefore not an available MV. The objective of this case was to maximize power,
and can be achieved by letting ps vary. However, constant pressure operation may
improve response in steam temperature for large and rapid flue gas changes [6].

A cascade control structure for stabilizing control with resetting of one MV as
in Storkaas and Skogestad [29] was made. The structure use controller C2 for
constant pressure operation in dynamic phases and a valve position controller
(VPC) to minimize steady-state throttling losses. The steam valve position was
taken back to the nominal position (zv,0) by the VPC. This is done by changing the
steam pressure setpoint. The VPC was tuned as a PI-controller with anti-windup
and τc = 200s for slowly resetting valve position.

Additionally, the steam pressure has to be kept above a minimum pressure (pmin
s )

to avoid turbine trip and below a maximum pressure (pmax
s ) to avoid high mechan-

ical stress. The pressure constraints were set to pSPs ± 1 bar to show the dynamics
of activating these additional pressure constraints. The combined cycle control
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structure is shown in Figure 6.3.3.
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Figure 6.3.3: Control structure used in the combined cycle case, showing the
bottoming cycle controllers and the VPC controller for resetting the valve opening.
Component framework: [11].

6.3.3 Tuning Summary

The controller tunings for additional controllers for operational objectives on
power are summarized in Table 6.3.1.

Table 6.3.1: Additional controller tuning parameters for the operational objec-
tive cases.

Case τc [s] Kc τI [s] Kp

Steam cycle floating pressure
P-controller 5 -0.0005
PI-controller 40 -0.00116 3

Steam cycle constant pressure
P-controller 20 0.00066
PI-controller 80 -0.00051 3

Combined cycle
Valve position controller 200 -0.0047 1



CHAPTER

SEVEN

OTSG SIMULATIONS

The OTSG simulations were carried out before the remaining process units were
added to the cycle. To run the simulations, the model made in the specialization
project Davidsen (2024) [13] was used. These simulations are given in this chapter.

7.1 Pump Equation

There are several ways to model a pump, and a few options were evaluated in this
work. One could for example have a fixed pump pressure (pp) and mass flow given
with pressure driven flow, or fixed mass flow. These options are shown in Eq. 7.1.

mp = kOTSG(pp − p1) (Pressure equation)
mp = m0

p (Mass flow equation)
(7.1)

The effect of different pump equations were compared for OTSG outlet tempera-
ture (T37) for a -10K step change in flue gas temperature (T 0

g ) as shown in Figure
7.1.1. The figure shows that the pressure driven flow gave oscillations, while the
fixed mass flow (m0

p) had no oscillations. One can clearly see that the controlla-
bility of the system greatly improves with fixed mass flow.

An intermediate effect can be achieved for a fixed pump pressure with a valve after
the pump with floating valve position. This implementation is shown in Eq. 4.5 in
Chapter 4.1.2.2. This option is a trade-off for the options given above as the mass
flow can be controlled, but it has a fixed pressure boundary. The performance will
depend on how tight the controller is tuned. For example: tight tuning will give
dynamics similar to mass flow equation, while slow controller will give dynamics
similar to the pressure equation. A valve was therefore implemented after the
pump for mass flow control.
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Figure 7.1.1: Comparison of OTSG outlet temperature (T37) for pressure and
mass flow pump equation to a -10K step in T 0

g .
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BOTTOMING CYCLE SIMULATIONS

This chapter contains the simulations done on the bottoming cycle model pre-
sented in Chapter 4 and control structures described in Chapter 6. The code used
in the simulations is given in Appendix E.

8.1 Simulation Conditions

The constants and fluid properties used in the bottoming cycle simulations are
listed in Appendix A.3. The nominal boundary conditions, obtained from Mon-
tañés et al. (2024) [6], are also provided in Appendix A.3. While the referenced
study considered two OTSGs and GTs operating in parallel, this work focuses on
a single OTSG and GT. Consequently, the mass flow rates were halved. The flue
gas variables correspond to the gas turbine operating at 90% load. The degree of
freedom specifications for the simulations are summarized in Appendix C.

8.2 Open-loop Simulations

The open simulations were performed without any active controllers. The nominal
steady-state of selected system variables and specifications are given in Table 8.2.1.
The nominal steady-state mass flow (m) was close to the design value of 10.95 kg/s.
The deviation is due to rounding applied during the estimation of ϕd, which affects
the mass flow through the turbine.

The superheated steam temperature (Ts) and pressure (ps) were approximately
682.8 K and 23 bar. The steam temperature was approximately 50 K higher, while
the flue gas outlet temperature was 6 K higher than that reported in Montañés et
al. (2024) [6]. Since both temperatures are higher, this difference may arise from
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the assumption of constant heat capacities and the estimations of them.

At the nominal steady-state, the liquid fraction in the turbine outlet (βU) was ca.
13%. This is close to the limit compared to the recommended value as described in
Chapter 3.1. The liquid fraction can be reduced by for example running the system
with a higher condenser pressure which would make the turbine less efficient, or
increasing the degree of overheating by running the gas turbine at a higher load.

The temperature and heat transfer profiles of the OTSG are shown in Figure 8.2.1.
The figure shows that the heat transfer was highest around the switching point
from two-phase to steam. The temperature profile shows that the cold side fluid
was liquid up to segment 12, two-phase up to segment 30 and gas for the remaining
segments.

Table 8.2.1: Nominal steady-state for selected system variables. ∗Degree of
freedom specifications

Variable Value

m 10.9461 kg/s
Tg 448.76 K
Ts 682.83 K
ps 23.002 bar
pT 22.002 bar
P 11523 kW
TU 201.48 K
βU 0.8726
pc 0.0358 bar
Tc 300.12 K
zm 0.5∗
zv 0.9∗
m0

g 112.75 kg/s∗

(a) T and Tg profile (b) Q profile

Figure 8.2.1: Nominal steady-state temperature and heat transfer along the
length of the OTSG.
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8.2.1 Disturbance Rejection

Step changes in the main disturbances were applied to the system to show the
dynamics of the open-loop system. The disturbances and their magnitudes are
given in Table 8.2.2. All steps were applied at t = 200s.

Table 8.2.2: Magnitude of applied step changes for open-loop disturbances.

Disturbance Variable Step size

T 0
g ±10 K

m0
g ±10%

Tp ±10 K

8.2.1.1 Step in m0
g

This section shows the system response to a negative step in m0
g. The applied step

change in m0
g is shown in Figure 8.2.2.

Figure 8.2.2: Negative step change in m0
g applied on the open-loop system.

Figure 8.2.3 shows the response in ms and Ts. The figure shows that when the
flue gas mass flow was reduced, there was a delay of approximately 60-70s in the
temperature response. This delay was caused by a temporary reduction in ms

due to segment switching which increased the liquid holdup in the OTSG. The
reduced mass flow kept the temperature high even though the flue gas mass flow
was reduced, since the heat was distributed over a smaller mass flow. Once the
change in holdup was complete, the increase in ms resulted in a drop in steam
temperature, as the same amount of heat was then distributed over a larger mass
flow. The dynamics associated with OTSG segment switching will be examined
in more detail in the following section.
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(a) ms (b) Ts

Figure 8.2.3: Open-loop response in ms and Ts for a negative step in m0
g.

Figure 8.2.4 shows the response in ps and power (P ). Initially, the pressure dy-
namics were rapid compared to the temperature dynamics, and the dynamics of
ms and ps were closely related. Since temperature and pressure are inherently
linked via the ideal gas law, a disturbance that reduces temperature also results
in a reduction in pressure. Because the pump pressure is constant, a decrease
in OTSG pressure increases the pressure drop across the pump valve for fixed
valve opening, which in turn increases the mass flow through the system. This
increased mass flow amplify the temperature drop: greater flow on the cold side
and reduced flow on the hot side both contribute to a decrease in superheated
steam temperature.

Further, Figure 8.2.4 shows that the response in power was fast. This is beneficial
as a power controller can be fast even though other dynamics such as temperature
are slow.

(a) ps (b) P

Figure 8.2.4: Open-loop response in ps and P for the applied step change in m0
g
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8.2.1.2 Step in T 0
g

This section shows the open-loop response for a positive step in T 0
g . The applied

step is shown in Figure 8.2.5.

Figure 8.2.5: Positive step change in T 0
g applied on the open-loop system.

Figure 8.2.6 shows the response of ms and Ts. As for the negative step in m0
g,

the system transition was dominated by switching related dynamics. To show
this more clearly, the liquid switching events were added to the figures. There
were three liquid switching events for this disturbance: the first two events were
segment 10 and 11 switching from liquid to two-phase, while the third event was
segment 10 switching back from two-phase to liquid. Since steam has a much lower
density than liquid water, the mass holdup in a segment decreases significantly
when steam is present in the segment. The change of state can be seen from the
changes in holdup in Figure 8.2.7. Comparing Figure 8.2.6 and Figure 8.2.7 shows
that ms increased during holdup reduction of segment 10 and 11, and was reduced
for the consecutive holdup increase of segment 10 prior to the third switching
event.

Further, the figures shows that the noisy transition in Ts was caused by the switch-
ing from liquid to two-phase of segment 10 and 11. The figure also shows that
the increase in temperature around the third event was caused by the mass flow
reduction.
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(a) ms (b) Ts

Figure 8.2.6: Open-loop response in ms and Ts, with marked liquid switching
events, for the +10K step change in T 0

g .

(a) M10 (b) M11

Figure 8.2.7: Open-loop response in segment holdup M10 and M11, with marked
liquid switching events, for the +10K step change in T 0

g .

8.2.1.3 Step in Tp

The applied positive step change in cold side inlet temperature (Tp) is shown in
Figure 8.2.8.

Figure 8.2.8: Positive step change in Tp applied on the open-loop system.
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The response of ms and Ts to the positive step in Tp is shown in Figure 8.2.9.
The figure shows that the system was unable to find a stable steady-state and
has sustained oscillations over the simulated time. The oscillations were observed
throughout the system. This phenomena is not unique to this disturbance, and
will be further investigated in the following section.

(a) ms (b) Ts

Figure 8.2.9: Sustained oscillations in ms and Ts as a result of the positive step
change in Tp.

8.2.2 Sustained Oscillations

To investigate the sustained oscillations and the need for a stabilizing controller
in the system, a series of step changes were applied in pump valve position (zm).

Figure 8.2.10 shows the change in pump mass flow (mp) and Ts for different steps
in zm. The figure shows that the dynamic response varied a lot for different
step changes. The most noticeable response was the sustained oscillations for
−2.5% change in valve position, while −1.5% and −3.5% change in valve position
were able to reach a new steady-state. The same behavior was also observed for
positive step changes, for example +5% step change in valve position, suggesting
that phenomena occurs for several step changes.

(a) mp (b) Ts

Figure 8.2.10: Response in mp and Ts for applied step changes in zm.
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The sustained oscillations were reproduced for a −0.5% step change from a steady-
state with zm = 0.485 instead of 0.5. This shows that the phenomena is likely not
related to the magnitude of the step itself, but rather related to specific states of
the system.

One common feature for all cases of sustained oscillations was that the OTSG has
a segment with β alternating between positive and negative triggering a liquid
switching event, as shown in Figure 8.2.11. It is therefore believed that when
the solver tried to find a steady-state with β close to zero on the positive side,
the increased mass flow from the switching to two-phase reduced the temperature
for β to go just below zero. The switch event from two-phase back to liquid
triggered decrease of mass flow, before switching back to two-phase again. In
these situations, the oscillations became sustained and not able to find a stable
steady-state.

(a) β11 (b) β28

Figure 8.2.11: Sustained oscillations in β11 and β28 with marked switching points
for the -2.5% step change in zm.

Further, the sustained oscillations were not observed in simulations of only the
OTSG or turbine, where the pressure was fixed at both boundaries of the unit.
This may suggest that it may be related to an OTSG-turbine interaction, where
the steam pressure is allowed to vary.

The oscillations were reproduced for systems with 25 and 55 OTSG segments
instead of 37. This may indicate that the phenomena is not numeric, but rather
related to the model equations and assumptions. The fluid model in this work is
simple, for example fluid acceleration was not considered resulting in instantaneous
changes in mass flows to changes in pressure. It is therefore believed that the
oscillations would not have been observed in a system with a more extensive fluid
model.

To conclude, the sustained oscillations were assumed to be caused by the sys-
tem fluid modeling and an OTSG-turbine interaction, and triggered by switching
events. The oscillations were slow with a period around 500 s so any controller
should be able to stabilize the system. A solution is keeping the pump valve
position floating using a flow controller.
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8.2.3 Steady-state RGA

To see whether or not the system interactions changed by implementation of the
flow controller (C1), a steady-state RGA analysis was done. Two RGA matrices
were made: Case 1 with MV = [zm, zv], and Case 2 where C1 was active with MV
= [mSP

p , zv]. The CVs were the same for both cases: CV = [Ts, ps].

The gain and RGA matrices for both cases are shown in Table 8.2.3. The RGA
matrix for Case 1 shows that the off-diagonal pairing (zm-ps and zv-Ts) was pre-
ferred based on the RGA pairing rules presented in Chapter 2.3.2. Since none
of the RGA pairings were negative, both diagonal and off-diagonal pairing could
work well for Case 1. On the other hand, the RGA matrix for Case 2 shows that
the diagonal pairing (mSP

p -Ts and zv-ps) was the preferred pairing. The introduc-
tion of a flow controller in Case 2 made Ts and ps more decoupled as the diagonal
elements are close to the identity, and this was seen as favorable in terms of control
of the bottoming cycle.

Table 8.2.3: Gain and RGA matrices for the two cases.

Case 1 Case 2

MV = [zm, zv] MV = [mSP
p , zv]

[
zm − Ts zm − ps
zv − Ts zv − ps

] [
mSP

p − Ts mSP
p − ps

zv − Ts zv − ps

]

G =

[
−294.800 −22.800

6.870 −0.300

]
G =

[
−52.400 2.900
−1.250 −1.050

]

RGA =

[
0.361 0.639
0.639 0.361

]
RGA =

[
0.938 0.062
0.062 0.938

]

8.2.4 System Nonlinearities

The open-loop disturbance simulations showed that the system response was non-
linear. This can be seen in the response of Ts for the applied step changes in T 0

g

as shown in Figure 8.2.12. The figure shows that the steady-state change in Ts

was different for an equal change in T 0
g in opposite directions. The change in Ts

was approximately 50% larger for the negative step, than the positive step in T 0
g .

Additionally, the figure shows that the responses were dynamically different. This
can be explained by that the switching dynamics are directionally dependent.
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(a) T 0
g (b) Ts

Figure 8.2.12: Step changes in T 0
g and following nonlinear responses in Ts for

the open-loop system.

To see whether or not a flow controller could linearize the system behavior, the
same step changes were applied to the system with flow controller C1 active.
Figure 8.2.13 shows that with the flow controller active, the change in Ts was
approximately 20% larger for the negative step than for the positive step, com-
pared to a 50% difference without the flow controller. Furthermore, the dynamic
response was smoother, with less noise and reduced reversed temperature response
to switching events. The responses were also more symmetrical in both directions.
The reduction in nonlinearity is likely due to the flow controller mitigating the
amplifying effect discussed in Chapter 8.2.1.1.

(a) T 0
g (b) Ts

Figure 8.2.13: Step changes in T 0
g and following nonlinear responses in Ts with

flow controller C1 active.

8.2.5 Summary

The open-loop simulations showed that the system dynamics were heavily influ-
enced by OTSG segment switching events. It also showed that the system response
was nonlinear and that the system could end up in sustained oscillations related
to the system modeling. Introduction of a flow controller in the system would
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be preferred to remove oscillations, reduce nonlinear behavior, improve dynamic
response and decouple controlled variables.

8.3 Temperature Controller Comparison

The control structures for the superheated steam temperature controller (C3)
described in Chapter 6.2.3 were compared in a disturbance rejection test in floating
pressure mode. The simulations were based on a steady-state with zv,0, m0

g and
T SP
s as specifications for the available degrees of freedom. The step changes were

applied at t = 200 s and are listed in Table 8.3.1.

Table 8.3.1: Magnitude of applied step changes for temperature controller com-
parison.

Disturbance Variable Step size

T 0
g ±10 K

m0
g ±10 %

8.3.1 Step in m0
g

Figure 8.3.1 shows the response in Ts and zm, while Figure 8.3.2 shows the re-
sponse in mSP

p and mp for the suggested control structures for a positive step
in m0

g. The figures shows that the feedback controller has a larger overshoot in
Ts compared to the other structures. Further, the feedforward controller has the
smallest overshoot which suggests that the derived feedforward model proactively
captured the flue gas disturbance. However, it takes around 2000s to remove the
offset in temperature with the feedforward implementation. The combined feed-
back and feedforward controller seems to perform the best with small overshoot
and fast removal of offset.

(a) Ts (b) zm

Figure 8.3.1: Response in Ts and zm for the proposed C3 controllers to a step
change in m0

g.
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The same trend can also be seen for the mass flow: the controllers with feedforward
were the fastest at finding the new steady-state mass flow. Figure 8.3.2 shows that
the mass flows have some deviation from setpoint in the initial dynamic response,
which is due to the closed time constant of 5s for the controller, and a tighter
tuning would have given more similar response. However, even though tighter
tuning is possible in the model it is seen as unrealistic as physical valves need time
to actuate.

(a) mSP
p (b) mp

Figure 8.3.2: Response in mp and mSP
p for the proposed C3 controllers to a step

change in m0
g.

8.3.2 Step in T 0
g

Figure 8.3.3 shows the dynamic response to the negative step in T 0
g . The set-

tling time in Ts for the controllers with feedforward action were longer for this
disturbance, compared to the step in m0

g. The feedback controller performed
better here compared to the feedforward controller and was the fastest to reach
the new steady-state. The combined feedback and feedforward controller has a
larger overshoot than the feedback controller. However, the combined feedback
and feedforward controller has the smallest deviation from setpoint.

(a) (b)

Figure 8.3.3: Response in Ts and mp for the proposed C3 controllers to a step
change in T 0

g .
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8.3.3 Summary

Based on the disturbance rejection tests, the combined feedback and feedforward
controller had the best performance in terms of least deviation from the setpoint.
For the disturbance in m0

g the feedforward action give a major advantage, but
this was not so clear for the disturbance in T 0

g . The combined feedback and
feedforward controller (C3.2) was therefore used as steam temperature controller
in the remaining simulations in this work. The combined feedback and feedforward
controller was also the preferred control structure in Zotică et al. (2022) [11].

8.4 Case study on Power Control

This section will review the control structures developed for power demand and
power maximization described in Chapter 6.3.

8.4.1 Steam Cycle Case

For the steam cycle case, two control structures were compared: floating pressure
case and constant pressure case. The control structures are shown in Figure 6.3.1
and 6.3.2 respectively.

8.4.1.1 Steady-state

The two steam cycle cases use different control strategies and have different spec-
ifications, which lead to minor differences in steady-state as shown in Table 8.4.1.
Variables with identical setpoints, such as Ts and P , have equal steady-state for
the two cases. However, differences appear in ps and zv: in the floating pressure
case, the P-controller resets zv to its setpoint, while in the constant pressure case
it resets ps. The difference in specifications gave throttling losses for the constant
pressure case, as indicated by a larger flue gas flow. Note that m0

g was treated as
a MV and not a DV for this control strategy, as explained in Chapter 6.3. The
larger flue gas flow and equal temperature setpoint in turn gave a larger mp for
the constant pressure case.
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Table 8.4.1: Steady-state for selected variables in floating and constant pressure
cases. ∗Nominal controller setpoints/specifications.

Variable Floating pressure case Constant pressure case

mp 10.93858 kg/s 10.93861 kg/s
zm 0.497 0.499
zv 0.900∗ 0.876
ps 22.97 bar 23.00 bar∗
Ts 682.00 K∗ 682.00 K∗

P 11500 kW∗ 11500 kW∗

m0
g 112.33 kg/s 112.36 kg/s

8.4.1.2 Changes in Power Demand (W SP )

The overall goal of these control structures is to satisfy power demand and there-
fore rapid changes in power demand has to be handled. This was tested with step
changes in power demand of ±1 MW from the steady-states given above.

Setpoint reduction in power

Figure 8.4.1 shows the -1 MW step change in power demand and following re-
sponse in m0

g and P . The figure shows that the floating pressure case has better
steady-state efficiency, as less flue gas was needed for same amount of power. The
difference in efficiency comes from throttling losses when not resetting the valve
position as shown in Figure 8.4.2a, but rather keeping the pressure at its setpoint
as shown in Figure 8.4.2b.

(a) m0
g (b) P

Figure 8.4.1: Reduction in power setpoint and following response in m0
g and P

for the steam cycle control structures.
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(a) zv (b) ps

Figure 8.4.2: Response in zv and ps to the negative setpoint change in power for
the steam cycle control structures.

The floating pressure case was faster at reaching the new power setpoint. This
was expected since the floating pressure case was tuned with smaller τc than the
constant pressure case. The initial response in power was nearly instantaneous for
both cases. This was caused by the P-controller acting on the superheated steam
valve, either directly or by adjusting the pressure setpoint, as illustrated in Figure
8.4.2a.

Setpoint increase in power

Figure 8.4.3 shows the +1 MW change in power demand and following response
in P and m0

g. As for the negative step, the floating pressure case was faster due
to differences in tuning.

(a) (b)

Figure 8.4.3: Increase in power setpoint and following response in m0
g and P for

steam cycle control structures.



54 CHAPTER 8. BOTTOMING CYCLE SIMULATIONS

Figure 8.4.4 shows the response in zv and ps, and shows that the superheated
steam valve saturated for both cases. The initial jump in power was small due
to the valve saturation. The P-controller in the floating pressure case brought
the valve position out of saturation and back to its setpoint when power reached
its setpoint. For constant pressure case, the pressure setpoint was unobtainable
and the valve position remained saturated. Consequentially, the constant pressure
case had better steady-state efficiency.

(a) (b)

Figure 8.4.4: Response in zv and ps to the increase in power setpoint for the
steam cycle control structures.

8.4.1.3 Disturbance Rejection

The control structures for the steam cycle case were compared in a disturbance
rejection test. The applied step changes are shown in Table 8.4.2.

Table 8.4.2: Step changes in disturbances applied on the steam cycle cases.

Disturbance Variable Step size

Tp ±10 K
T 0
g ±10 K

Step in T 0
g

Figure 8.4.5 shows the response in P and Ts to a -10 K step change in T 0
g . The

figure shows that the floating pressure case was faster than the constant pressure
case at rejecting the disturbance and bringing the power back to its setpoint. The
temperature response was more or less the same for both control structures.
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(a) P (b) Ts

Figure 8.4.5: Response in P and Ts for a -10 K step change in T 0
g for the steam

cycle control structures.

Figure 8.4.6 shows the response in ps and zv for the step change in T 0
g . The figure

shows that the response for zv in constant pressure case looks counterintuitive:
when there was a drop in power, the pressure controller reduced the steam valve
position which throttled the flow, further reducing power. The P-controller prob-
ably should have been tuned more aggressively so that pSPs was reduced more in
the initial dynamic response, which would have resulted in a larger valve opening
for zv, giving a smaller spike in power. The difference in valve actuation was likely
why the spike in power was larger for the constant pressure case than the floating
pressure case.

(a) (b)

Figure 8.4.6: Response in ps and zv for a -10 K step change in T 0
g for the steam

cycle control structures.
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Step in Tp

Figure 8.4.7 shows the response in P and Ts for a +10K step change in Tp. The
figure shows that the spike in power was larger for constant pressure case as seen
for the disturbance in T 0

g .

(a) P (b) Ts

Figure 8.4.7: Response in P and Ts for the +10K step change in Tp for the steam
cycle control structures.

The response in ps and zv are shown in Figure 8.4.8, which shows that the P-
controller in floating pressure case reduced the valve opening zv, thus reducing the
spike in power. Further, the P-controller in constant pressure case increased pSPs
to counteract the increase in power. However, like for the step change in T 0

g , the
pressure setpoint was not increased enough, which increased the valve position
and not throttling the flow.

(a) ps (b) zv

Figure 8.4.8: Response in ps and zv for the +10K step change in Tp for the steam
cycle control structures.



CHAPTER 8. BOTTOMING CYCLE SIMULATIONS 57

8.4.1.4 Summary

The case comparison for steam cycle cases showed that the throttling losses were
larger for the constant pressure case and with larger difference at lower loads.
The behavior of the steam valve in constant pressure case was counterintuitive,
assumed due to P-controller tuning. Further, the simulations showed that the
power controllers were able to adjust power according to demand and reject distur-
bances. However, the power controllers should have been tuned more aggressively
for better setpoint tracking. The dynamic response in power for changes in power
demand were similar to what was observed for parallel control of a drum based
system in Zotică et al. (2020) [12].

8.4.2 Combined Cycle Case

One control structure was developed for the combined cycle case, and is shown in
Figure 6.3.3. The objective of the bottoming cycle in the combined cycle case is
to maximize power, while dynamically operate at constant pressure for improved
steam temperature dynamics.

8.4.2.1 Steady-state

The steady-state for selected system variables for the combined cycle case is given
in Table 8.4.3. The degree of freedom specifications for the combined cycle case
were: m0

g, zv,0 and T SP
s .

Table 8.4.3: Steady-state of the combined cycle case. ∗Nominal controller set-
points/specifications.

Variable Value [unit]

zm 0.503
mp 10.9624 kg/s
zv 0.900∗
ps 23.023 bar
P 11527 kW
Ts 682.00 K∗

m0
g 112.75 kg/s∗
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8.4.2.2 Dynamic Simulations

The disturbances and step sizes applied to the open-loop are given in Table 8.4.4
and were applied at t = 200 s.

Table 8.4.4: Applied step changes in the disturbance variables.

Disturbance Variable Step size

T 0
g ±10 K

m0
g ±10 %

Tp ±10 K

Step in T 0
g

Figure 8.4.9 shows the response in zv and ps for the +10K step change in T 0
g . The

figure shows that the steam valve saturated at fully open. Consequentially, the
pressure controller was not able to maintain its setpoint for ps. The figure also
shows that the VPC slowly shifted the pressure setpoint until the steam valve
was no longer saturated (at t = 2000s), and zv was brought back to its nominal
setpoint. The pressure boundaries were not activated for the step change in T 0

g .

(a) zv (b) ps

Figure 8.4.9: Response in zv and ps to the step change in T 0
g for the combined

cycle case.

Figure 8.4.10 shows the response in P and Ts. The valve saturation maximize
power during the transition, and the power output was reduced when the valve
position was brought back to its nominal value around t = 2000s. To evaluate
whether or not constant steam pressure improved steam temperature dynamics,
the temperature response for the same disturbance, but with floating steam pres-
sure was used for comparison. It shows that the temperature response was more
or less the same, which is reasonable as the steam pressure was essentially floating
in the dynamic phase due to steam valve saturation.
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(a) P (b) Ts

Figure 8.4.10: Response in P and Ts to the step change in T 0
g for the combined

cycle case.

Step in m0
g

Figure 8.4.11 shows the response in zv and ps for a -10% step change in m0
g. The

figure shows that the pressure controller initially has a minor overshoot. The
VPC reduced pSPs to bring the valve back to nominal position, but the minimum
pressure constraint became active and the valve position was therefore not brought
back to its nominal point.

Figure 8.4.12 shows the response in P and Ts. For this disturbance, the power
was not maximized dynamically as maintaining the pressure setpoint increased the
throttling losses. The VPC maximized steady-state power, by opening the valve
position as much as possible for the active pressure constraint. The temperature
response was compared with floating pressure, and shows that the floating pressure
controller has smaller deviation from setpoint, but it has an initial negative spike in
temperature. Constant pressure operation did not improve the steam temperature
dynamic response.

(a) zv (b) ps

Figure 8.4.11: Response in zv and ps for the -10% step change in m0
g for the

combined cycle case.
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(a) P (b) Ts

Figure 8.4.12: Response in P and Ts to the -10% step change in m0
g for the

combined cycle case.

Step in Tp

Figure 8.4.13 shows the response in zv and ps for the +10K step change in Tp.
This is the same disturbance that caused stable oscillations for the open-loop
simulations in Chapter 8.2. The figure shows that zv saturated and was brought
back to the setpoint by the VPC.

Figure 8.4.14 shows the response in P and mp and shows that the steady-state
cold side mass flow increased when Tp increased. Since the temperature controller
has a fixed setpoint more fluid was needed to remove the heat in the OTSG to
maintain the setpoint. The increased mass flow gave increased steady-state power
as a result of the disturbance.

(a) (b)

Figure 8.4.13: Response in zv and ps for the +10K step change in Tp for combined
cycle case.
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(a) (b)

Figure 8.4.14: Response in P and mp to the +10K step change in Tp for combined
cycle case.

8.4.2.3 Summary

The VPC worked well for power maximization at steady-state, also with additional
pressure constraints. Constant steam pressure operation did not improve steam
temperature dynamics for the applied disturbances in the combined cycle case.
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CHAPTER

NINE

DISCUSSION

9.1 Comments on Power Objective Cases

The combined cycle case is relevant for power plants where fuel efficiency is impor-
tant. The improved steam temperature response from constant pressure operation
found in Montañés et al. (2024) [6] was not seen in these simulations. This could
for example be related to differences in OTSG temperature modeling such as no
pressure dependence on enthalpy and no thermal inertia in OTSG tube wall. Fur-
ther, it could be related to differences in tuning, either between the studies or
between cases presented here. The throttling losses being larger at lower loads
were observed as reported in the paper.

The steam cycle case is mostly relevant to biomass or coal-fired power plants where
one would bypass surplus flue gas to satisfy the specific demand of power. For such
systems, the steam valve should have been designed larger, with the nominal valve
opening of 0.5 instead of 0.9, to allow larger movement in upward direction. This
is in contrast to the combined cycle case where running with large valve opening is
important for efficiency. Additionally, smaller τc probably could have been used in
the steam cycle cases, as the power response was likely not fast enough to maintain
power demand in practice. As for the combined cycle case, the constant pressure
did not improve steam temperature dynamics and the cascade on steam pressure
control therefore only introduced more delay for the P-controller than necessary.
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9.2 Comments on Modeling Assumptions

Simplifying assumptions were applied to the model for control purposes. Some
assumptions may have made system dynamics faster than what is realistic. For
example the fluid model was simple and did not consider fluid acceleration. This
made mass flows change instantly to changes in pressure. Further, assumption of
no thermal inertia in the OTSG tube wall and fairly small steam holdups gave
fast temperature dynamics with small delay from flue gas disturbances to the
superheated steam.

Switching related dynamics were dependent on discretization resolution. More
segments would give less holdup in each segment and the change in mass flow to
a switching event would have been smaller. However, it would also resulted in
more switching events as the overall change in OTSG holdup due to a disturbance
would be the same.

Despite the potential model improvements, it is not believed that changing these
assumptions would effect the overall approximation of the model and the assump-
tions are therefore seen as reasonable.

9.3 Comments on Code Organization and Solver

CasADI/IDAS implementation proved very useful for making it possible to dy-
namically change equations in the solver in this work. However, the run time was
fairly long, and the solver parameters and code were not optimized for computa-
tional efficiency.

For a 2000 s simulation, the run time was around 1250 s, but the average time
spent on solving each time step was approximately 3 ms. Investigations showed
that the model spent around 99% of the time building the DAE, which was done
at each step length (tf ). Building the DAE at each step is unnecessary and ma-
jor computational improvements can therefore be achieved by restructuring the
code so that the DAE is built once and with the applied steps changed directly in
the solver using the CasADi input parameter ‘p’. Subsequent simulations demon-
strated that by restructuring the code, the run time could be reduced dramatically,
from approximately 1250 s to just 10 s.

The default newton method was compared to other solver methods such as sparse
newton and preconditioned Krylov, which are available through the solver param-
eters newton_scheme and linear_solver. Subsequent simulations were without
notable improvement in run time, and the default dense/direct newton method
therefore proved to efficiently solve the given DAE.
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TEN

CONCLUSIONS

In this thesis, a dynamic model of a steam bottoming cycle was built. The model
showed the ability to change equations used in the solver based on the vapor
quality, allowing the point of vaporization to move along the OTSG. Boundary
conditions and OTSG geometry for offshore implementation were used. Several
control structures for steam temperature and pressure control, and operational
strategies for power were developed and compared to relevant studies.

The simulations showed nonlinearities and instabilities of the open-loop system.
The dynamic response was influenced by segment switching events. Introduction
of a flow controller was beneficial for linearization, improved dynamic response
and decoupling of controlled variables. Further, the simulations confirmed the ad-
vantages seen in relevant studies of a combined feedforward and feedback control,
based on a steady-state energy balance over the OTSG.

Control structures with two different operational objectives for power control were
made. The combined cycle case used a valve position controller to effectively min-
imize steady-state throttling losses, however improved steam temperature dynam-
ics from constant steam pressure operation were not observed. The steam cycle
case showed throttling losses for constant pressure with larger difference at lower
loads. Further, the simulations showed that more aggressive tuning is desirable
and that the P-controller tuning could have been improved.
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10.1 Further Work

The implementation and code could be subject to major improvements in com-
putational efficiency by simple modifications such as only constructing the DAE
once, instead of at each time step.

The complexity of the model could also be enhanced. This includes incorporating
a more complex fluid model, accounting for OTSG wall resistance and thermal
inertia, and developing a more detailed condenser and turbine model.

In the context of the simulation results, several areas could be explored further.
These include a deeper investigation into why improved steam temperature dy-
namics from constant pressure operation were not observed, improved controller
tuning of P-controllers, and an analysis on the dynamic effects of a finer discretiza-
tion resolution of the OTSG.
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APPENDIX

A

MODEL

A.1 Assumptions Summary

General assumptions

• Ideal gas

• Constant Cp

• Homogeneous flow

• No reaction

• Linearized equation of state neglecting temperature effects on ρ

• Neglected fluid acceleration

• Saturation pressure follows Antoine equation

• Equivalent pressure in steam and liquid for two-phase

• Neglected enthalpy dependency on pressure

• No heat loss to environment

• No negative flow

Pump

• Constant pump pressure
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OTSG

• Ideal counter current flow

• Dynamic mass and energy balances

• No thermal resistance or inertia in wall

• No work

Superheated steam holdups

• Dynamic mass and energy balances

• No work

Valves

• Linear valve characteristics

• Isenthalpic

Turbine

• Static mass and energy balance

• Isentropic expansion

• Polytropic efficiency

• Two-phase outflow

• Perfect conversion in generator

Condenser

• Static mass and energy balances

• No thermal resistance in wall

• Perfect temperature control giving saturated liquid outflow and constant
condenser pressure
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A.2 Equation Summary

Table A.2.1: Derived model equations for bottoming cycle.

Process unit Equation

Pump mp = zmkm(pp − p1)

hp = Cw
p (Tp − TRef )

OTSG
dHi

dt
= mi−1hi−1 −mihi +Qi

i ϵ {1, 2, 3, ..., N} dMi

dt
= mi−1 −mi

βi ϵ R Qi = mg,iC
g
p (Tg,i+1 − Tg,i)

Qi = UiA
(

Tg,i+1−Ti

2
+

Tg,i−Ti−1

2

)
mg,i = mg,i+1

mi = kOTSG(pi − pi+1)

Hi = Mihi

hi = Cw
p (T

sat
i − TRef ) + βi∆Hvap,i

∆Hvap,i = ∆Hvap(T
sat
Ref ) + (Cw

p − Cs
p)(T

sat
Ref − T sat

i )

log10(pi) = A− B

T sat
i + C

pi =
1

kp · ρRef

(ρi − ρRef ) + pRef

Ui = f(βi, Tg,i)

Liquid phase hi = Cw
p (Ti − TRef )

βi ≤ 0 ρi =
Mi

V

Two phase Ti = T sat
i

0 < βi < 1 pi =
βiMiRTi

(V − VL)Mw

, with VL =
(1− βi)Mi

ρi

Gas phase hi = Cw
p (T

sat
i − TRef ) + ∆Hvap,i + CS

p (Ti − T sat
i )

βi ≥ 1 pi =
MiRTi

VMw
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Superheated
dHj

dt
= mj,inhj,in −mjhj

steam volume
dMj

dt
= mj,in −mj

j ϵ {S, T} Hj = Mjhj

βi ϵ R hj = Cw
p (T

sat
j − TRef ) + βj∆Hvap,j

∆Hvap,j = ∆Hvap(T
sat
Ref ) + (Cw

p − Cs
p)(T

sat
Ref − T sat

j )

log10(pj) = A− B

T sat
j + C

pj =
1

kp · ρRef

(ρj − ρRef ) + pRef

Liquid phase hj = Cw
p (Tj − TRef )

βj ≤ 0 ρj =
Mj

V

Two phase Tj = T sat
j

0 < βj < 1 pj =
βjMjRTj

(V − VL)Mw

, with VL =
(1− βj)Mj

ρj

Gas phase hj = Cw
p (T

sat
j − TRef ) + ∆Hvap,j + CS

p (Tj − T sat
j )

βj ≥ 1 pj =
MjRTj

VjMw

Pre-turbine valve ms = zvkv(ps − pT )

Turbine pT =
mT

√
TT

ϕd

TU = TT

(
pc
pT

) R

Cs
pMw

W = ηmTC
s
p(TT − TU)

P = −W

mU = mT
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Post valve flow T real
U = T sat

U

hU = Cw
p (T

sat
U − TRef ) + ∆Hvap + Cs

p(TU − T sat
U )

hU = Cw
p (T

sat
U − TRef ) + βU∆Hvap

log10(pc) = Ac −
Bc

T sat
U + Cc

∆Hvap = ∆Hvap(T
sat
Ref ) + (Cw

p − Cs
p)(T

sat
Ref − T sat

U )

Condenser mc = mU

Tc = T sat
U

hc = Cw
p (Tc − TRef )

Qc = mUhU −mchc

Buffer tank
dMb

dt
= mc −mp
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A.3 Parameters

Table A.3.1: Constants and fluid properties used in the simulations.

Constant Description Value Unit

Thermodynamic
and fluid property
R Gas constant 8.314 · 10−5 m3bar/(K mol)
Cw

p Heat capacity water 4.24 kJ/(kg K)
Cs

p Heat capacity steam 2.43 kJ/(kg K)
Cg

p Heat capacity flue gas 1.02 kJ/(kg K)
TRef Reference temperature 0 K
T sat
Ref Reference boiling point temperature 576.15 K

∆Hvap(T
sat
Ref ) Reference energy of vaporization [12] 1382 kJ/kg

Mw Molar weight water 18 · 10−3 kg/mol
ρRef Reference density water 1000 kg/m3

pRef Reference pressure water 1 bar
kp Compressibility factor water [30] 4.58 · 10−5 1/bar
Aanto Antoine coefficient (379-573K) [31] 3.55959 -
Banto Antoine coefficient (379-573K) [31] 643.748 K
Canto Antoine coefficient (379-573K) [31] -198.043 K
Aanto,c Antoine coefficient (255.9-373K) [32] 4.6543 -
Banto,c Antoine coefficient (255.9-373K) [32] 1435.264 K
Canto,c Antoine coefficient (255.9-373K) [32] -64.848 K

Pump
zm,0 Nominal valve opening 0.5 -
ppump Pump pressure 29 bar
km Valve coefficient 4.3571 kg/(bar s)

OTSG
N Discretization resolution 37 -
kOTSG Segment mass flow friction factor 10.95*(N+1) kg/(bar s)
VTot Total OTSG volume 3.92 m3

ATot Total OTSG cold side area 739.4 m2

ACorr OTSG hot side geometry correction factor 7.2894 -

Superheated
steam volumes
Vs Holdup volume 0.5 m3

VT Holdup volume 0.5 m3

Superheated
steam valve
zv,0 Nominal valve opening 0.9 -
kv Valve coefficient 12.16̄ kg/(bar s)
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Constant Description Value Unit

Turbine
ϕd Turbine mass flow coefficient 13 kgK0.5/(s bar)
η Turbine efficiency factor 0.9 -

Condenser
pc Condenser pressure 0.0358 bar

Buffer tank
Mb Buffer tank mass (initial) 10000 kg

Table A.3.2: Nominal boundary conditions of the system model.

Variable Value [unit]

m0
g [6] 112.75 kg/s

T 0
g [6] 443.3 ◦C

Tp [6] 26.7 ◦C
pp 29 bar
pc 0.0358 bar
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APPENDIX

B

TUNING

B.1 Flow Controller (C1)

Figure B.1.1 shows flow controller tuning profile from an open-loop simulation with
step in zm. The flow controller was tuned fast (τc = 5s), and the identified model
was therefore integrating process. The controller was tuned as a pure I-controller.

(a) zm (b) mp

Figure B.1.1: Step in zm and response in mp used for flow controller tuning.

80



B.1.1 Example Calculation I-Controller

θ = 0s

τ = 0s

k =
∆y

∆u
=

10.7399− 10.9461

−0.01
= 20.62

τc = 5s

τI = τ

KI =
Kc

τI
=

1

k

1

τc + θ
=

1

20.62

1

5 + 0
= 0.0097

(B.1)

B.2 Pressure controller (C2)

Figure B.2.1 shows pressure controller tuning profile on system with C1 controller
active. The identified process here was FOPDT model and the controller was
tuned as a PI-controller with anti-windup.

(a) zv (b) pS

Figure B.2.1: Step in zv and response in ps used for steam pressure controller
tuning.

B.2.1 Example Calculation PI-Controller with Anti-Windup

θ = 0s

τ = 13s

k =
∆y

∆u
=

23.0181− 23.0075

−0.01
= −1.06

τc = 5s

Kc =
1

k

τ

τc + θ
=

1

−1.06

13

5 + 0
= −2.4528

τI = min(τ, 4(τc + θ)) = min(13, 20) = 13s

τT = τI = 13s

(B.2)
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B.3 Temperature Controller (C3)

B.3.1 Constant Pressure Mode

In constant pressure mode, the steam temperature controllers were tuned with C1
and C2 controllers active.

B.3.1.1 Feedback

Figure B.3.1 shows feedback temperature controller tuning for constant super-
heated steam pressure. The tuning was based on a step in mSP

s . The identified
model was FOPDT and the controller was tuned as a PI-controller. The controller
was tuned with 100s delay to ignore the initial dynamics caused by switching.

(a) mSP
p (b) TS

Figure B.3.1: Step in mSP
p and response in Ts for temperature feedback controller

tuning in constant pressure mode.

B.3.1.2 Combined Feedforward and Feedback

Figure B.3.2 shows feedback controller tuning profile based on a step in trans-
formed variable v. The identified model was FOPDT and the controller was tuned
as a PI-controller.
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(a) v (b) TS

Figure B.3.2: Step in transformed variable v and response in Ts for temperature
feedback controller tuning in constant pressure mode.

B.3.2 Floating Pressure Mode

In floating pressure mode, the steam temperature controllers were tuned with C1
controller active.

B.3.2.1 Feedback

Figure B.3.3 shows feedback temperature controller tuning based on a step in
mSP

s . The identified model here was FOPDT and the controller was tuned as
a PI-controller. The controller was tuned with 100s delay to ignore the initial
dynamics caused by switching dynamics.

(a) mSP
p (b) TS

Figure B.3.3: Step in mSP
p and response in Ts for temperature feedback controller

tuning in floating pressure mode.
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B.3.2.2 Combined Feedforward and Feedback

Figure B.3.4 shows combined feedforward and feedback temperature controller
tuning based on a step in v. The identified model was FOPDT and the controller
was tuned as a PI-controller.

(a) v (b) TS

Figure B.3.4: Step in v and response in Ts for temperature feedback controller
tuning in floating pressure mode.

B.4 Steam Cycle Case

B.4.1 Constant Pressure Case

The constant pressure case was tuned with C1, C2 and C3 controllers active.
Figure B.4.1 shows the tuning profile for P-Controller based on a step in pSPs , and
Figure B.4.2 shows tuning profile for PI-controller tuning based on step in m0

g.

(a) pSP
s (b) W

Figure B.4.1: Step in pSPs and response in W used for P-controller tuning in
constant pressure case.
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(a) m0
g (b) W

Figure B.4.2: Step in m0
g and response in W used for PI-controller tuning in

constant pressure case.

B.4.2 Floating Pressure Case

In floating pressure case, the controllers were tuned with C1 and C3 controllers
active. Figure B.4.3 shows the tuning profile used for P-controller tuning based
on a step in zv. Figure B.4.4 shows the tuning profile used for PI-controller tuning
based on a step in m0

g.

(a) zv (b) W

Figure B.4.3: Step in zv and response in W used for P-controller tuning in
floating pressure case.
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(a) m0
g (b) W

Figure B.4.4: Step in m0
g and response in W used for PI-controller tuning in

floating pressure case.

B.5 Combined Cycle Case

In the combined cycle case, the VPC was tuned with C1, C2 and C3 controllers
active. Figure B.5.1 shows the step in pSPs and response in zv. The VPC was
tuned with τc = 200s.

(a) pSP
s (b) zv

Figure B.5.1: Step in pSPs and response in zv for VPC tuning.
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APPENDIX

C

SIMULATIONS

C.1 Controlled Variables and Specifications

Table C.1.1: Controlled variables and specifications for the available degrees of
freedom used in the simulations. Floating/constant denote whether or not the
pressure controller C2 was used.

Description mSP
p T SP

s v0 W SP pSPs,0 zv,0 zm,0 m0
g

Open-loop - - - - - 0.9 0.5 112.75
Chapter 8.2

Flow controller C1 10.95 - - - - 0.9 - 112.75
Chapter 8.2.2

C3 controller comparison - 682 - - - 0.9 - 112.75
Feedback, Chapter 8.3

C3 controller comparison - - 682 - - 0.9 - 112.75
Feedforward, Chapter 8.3

C3 controller comparison - 682 - - - 0.9 - 112.75
Combined, Chapter 8.3

Steam cycle case, floating - 682 - -11500 - 0.9 - -
Chapter 8.4.1

Steam cycle case, constant - 682 - -11500 23 - - -
Chapter 8.4.1

Combined cycle case - 682 - - - 0.9 - 112.75
Chapter 8.4.2
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APPENDIX

D

FEEDFORWARD TRANSFORMATION DERIVATION

Starting from the steady-state energy balance over the OTSG, as shown in Eq.
D.1 assuming no heat flow or work across the system boundary.

Ein = Eout (D.1)

The total energy E is assumed to be the sum of internal energy U , potential energy
Ep and kinetic energy Ek. The kinetic and potential energy is neglected, leaving
only the internal energy as shown in Eq. D.2.

E = U + Ek + Ep

E = U
(D.2)

From the definition of enthalpy, and neglecting the change in internal energy from
volume and pressure changes we get the following relation for U .

dH = dU + d(PV )

U = H
(D.3)

By substituting Eq. D.3 into Eq. D.2, we get Eq. D.4 where m is the mass flow
and h is the specific enthalpy.

E = H = mh (D.4)

The OTSG has two inlet flows (mp, m0
g) and two outlet flows (ms, mg) which gives

the following energy balance from Eq. D.1.

mphp +m0
gh

0
g = mshs +mghg (D.5)
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Assumption of steady-state gives equivalent inlet and outlet flows flows: mg = m0
g

and ms = mp.

mphp −mphs = m0
ghg −m0

gh
0
g

mp(hp − hs) = m0
g(hg − h0

g)
(D.6)

Assumption of ideal gas makes enthalpy independent of pressure, as shown in
Eq.D.7 derived from the total differentials of enthalpy.

dh = CpdT +

(
V − T

(
∂V

∂T

)IG

p

)
dp(

∂V

∂T

)IG

p

=
nR

p

T

(
∂V

∂T

)IG

p

=
nRT

p
= V

dh = CpdT + (V − V ) dp

dh = CpdT

(D.7)

Since enthalpy is a reference state we can assume a reference point hRef = hp = 0.
We can also choose to theoretically vaporize the fluid at Tp and then heat it to its
final temperature Ts which will give the following enthalpy relations for the cold
side

hp = 0

hs = ∆Hvap(Tp) + Cs
p(Ts − Tp)

(D.8)

where,

∆Hvap(Tp) = ∆Hvap(T
sat
Ref ) + (Cw

p − Cs
p)(T

sat
Ref − Tp) (D.9)

Likewise we get the following relation for the hot side change in enthalpy as there
are no phase change:

hg − h0
g = Cg

p (Tg − T 0
g ) (D.10)

Substituting the enthalpy equations into Eq. D.6 gives the following energy bal-
ance over the OTSG:

−mp(∆Hvap(Tp) + Cs
p(Ts − Tp)) = m0

gC
g
p (Tg − T 0

g ) (D.11)

Rearrange the equation for mp as this is the variable we want to manipulate
with the feedforward transformation. The negative sign in the numerator can be
eliminated by inverting the temperature difference.
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mp =
m0

gC
g
p (T

0
g − Tg)

∆Hvap(Tp) + Cs
p(Ts − Tp)

(D.12)

The static transformed input v0 is defined as shown in D.13

v0 = Ts = Tp −
∆Hvap(Tp)

Cs
p

+
m0

gC
g
p

mpCs
p

(T 0
g − Tg) (D.13)

The transformed input v is given by the PID-controller equation as shown in Eq.
D.14.

v = v0 +Kce+
Kc

τI

∫ t

0

e dt

where, e = T SP
s − Ts

(D.14)

Inserting the transformed controller output v for Ts in equation D.12 gives the
physical output u as shown in Eq. D.15

u = mSP
p =

m0
gC

g
p (T

0
g − Tg)

∆Hvap(Tp) + Cs
p(v − Tp)

(D.15)
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APPENDIX

E

CODE

Several versions of the model were made for different control structures. The code
for the steam cycle case with constant pressure is provided in full (model.m and
init.m). Since the models are fairly large and only have minor differences in what
controllers that were active, the other code files will be available through a GitHub
repository and a .zip file together with simulation result files and plots used in this
thesis.

init.m and model.m contains a side-equation for grid frequency (ω) with some
related constants (L, Mg, Dg and ω0) that were not used in the model, this is
marked in the code.

E.1 GitHub Repository

Code, simulation result files and plots are provided in the GitHub repository below.

www.github.com/williadav/Thesis
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E.2 Model Initialization (init.m)

1 clear
2 clc
3 addpath('C:\casadi -3.6.6 ') % Import Casadi path here
4
5 %% Run multiple steps in series
6 save = {'test_1.csv', 'test_2.csv'};
7
8 % Make step profile
9 T0g = 443.338+273.15;

10 Tg_step_N = [(T0g)*ones (1 ,200), (T0g -10)*ones (1 ,3800)];
11 Tg_step_P = [(T0g)*ones (1 ,200), (T0g +10)*ones (1 ,3800)];
12
13 % Apply step profile to constant or control array
14 applied_step = {Tg_step_N , Tg_step_P };
15 step_index = {9, 9};
16
17 % loop counter for number of runs
18 for y=1:2
19 % Set filepath for storage , use false to discard results
20 filepath = save{y};
21
22 % load state from .csv file , use false if no load file
23 load_from_file = 'load_file.csv';
24
25 % if loaded state contains OTSG only , use true
26 OTSG_only = false;
27
28 % Set number of OTSG segments
29 n = 37;
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30 %% Constants
31 % Thermodynamic and fluid properties
32 R = 8.314462618*1e-5; % [m3*bar/K/mol] gas constant
33 cpS = 2.43; % [kJ/kg/K] heat capasity steam
34 cpW = 4.24; % [kJ/kg/K] heat capasity water
35 cpG = 1.02; % [kJ/kg/K] heat capasity gas
36 T_Ref = 0; % [K] Reference temperature
37 TB_Ref = 303+273.15; % [K] Reference boiling point temperature
38 dHvap0 = 1382; % [kJ/kg] Reference energy of vaporization
39 Mw = 18*10^( -3); % [kg/mol] molar weight water
40 rho_Ref = 1000; % [kg/m3] Reference density water
41 p_Ref = 1; % [bar] Reference pressure water
42 k_p = 4.58*10^( -5); % [1/bar] Compresibility factor water
43 A_anto = 3.55959; % [-] Antoine Coeff (379 to 573K)
44 B_anto = 643.748; % [K] Antoine Coeff (379 to 573K)
45 C_anto = -198.043; % [K] Antoine Coeff (379 to 573K)
46 A_anto_c = 4.6543; % [-] Antoine Coeff (255.9 to 373K)
47 B_anto_c = 1435.264; % [K] Antoine Coeff (255.9 to 373K)
48 C_anto_c = -64.848; % [K] Antoine Coeff (255.9 to 373K)
49
50 % Design pressure and mass flow for valve design
51 p_in = 24; % [bar] OTSG cold side inlet pressure
52 pS = 23; % [bar] OTSG cold side outlet pressure
53 pT = 22; % [bar] Turbine inlet pressure
54 mP = 21.9/2; % [kg/s] Nominal mass flow
55
56 % OTSG pressure drop discretization
57 p_guess = linspace(p_in , pS, n+2);
58 p_guess = p_guess (2:n+1);
59
60 % Pump
61 p_p = 29; % [bar] Pump pressure
62 Tp = 26.6769+273.15; % [K] Pump temperature
63 zm = 0.5; % [-] Nominal valve opening
64 k_m = mP/(zm*(p_p -p_guess (1))); % [kg/bar] pump valve coeff
65
66 % OTSG
67 T0g = 443.338+273.15; % [K] OTSG hot side inlet temperature
68 mG = 225.5/2; % [kg/s] OTSG hot side mass flow
69 V_tot = 3.92; % [m3] OTSG volume
70 A_tot = 739.4; % [m2] OTSG Area
71 A_corr = 5389.79/ A_tot; % [-] OTSG hot side fin correction
72 k_OTSG = mP/((p_in -pS))*(n+1); % [kg/bar] OTSG valve coeff
73
74 % Super heated steam section
75 Vs = 0.5; % [m3] Steam buffer volume
76 zv = 0.9; % [-] Nominal valve opening
77 kv = mP/(zv*(pS-pT)); % [kg/bar] valve coeff 1 bar pressure drop
78 VT = 0.5; % [m3] Pre -turbine volume
79
80 % Turbine
81 phiD = 13; % [kgK ^(1/2) /(s bar)] Turbine massflow coefficient
82 Mg = 2.5022e+03; % Frequency calculation parameter , not used
83 Dg = 661.9580; % Frequency calculation parameter , not used
84 w0 = 50; % Frequency calculation parameter , not used
85 L = 11; % Frequency calculation parameter , not used
86 eta = 0.9; % [-] Turbine efficency factor
87
88 % Condenser
89 p_c = 0.0358; % [bar] Condenser pressure
90
91 % Make constants array
92 constants = [R, cpS , cpW , cpG , T_Ref , TB_Ref , T0g , Tp , mG , dHvap0 , ...
93 Mw , k_OTSG , V_tot , rho_Ref , p_Ref , k_p , A_anto , B_anto , C_anto ,...
94 A_tot , A_corr , kv , Vs , phiD , Mg, Dg , w0 , L, ...
95 A_anto_c , B_anto_c , C_anto_c , eta , VT , k_m , p_p , p_c];
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96 %% Control
97 % Flow controller (C1)
98 m_in_SP_0 = 10.95;
99 KI_m_in = 0.009699;

100
101 % Pressrue controller (C2)
102 pS_SP = pS;
103 zv_0 = zv;
104 Kc_pS = -2.4528;
105 tauI_pS = 13;
106 tauT_pS = tauI_pS;
107
108 % Combined FB + FF temperature controller (C3)
109 Ts_SP = 682;
110 Kc_Ts = 3.6902;
111 tauI_Ts = 730;
112 v_0 = 682; % FF bias
113
114 % Power controller. Case: Standalone , constant pressure
115 W_SP = -11500;
116 Kc_W1 = 0.00066;
117 Kc_W2 = -0.0005075;
118 tauI_W2 = 3;
119
120 % Make control array
121 control = [zm; KI_m_in; Ts_SP; Kc_Ts; tauI_Ts; v_0; pS_SP; ...
122 zv_0; Kc_pS; tauI_pS; tauT_pS; W_SP; Kc_W1; Kc_W2; tauI_W2 ];
123
124 %% Set initial guess
125 % OTSG (Only used if load_file = false)
126 beta_guess = -0.4; % [-]
127 M_guess = V_tot *1000/(n); % [kg]
128 T_guess = Tp; % [K]
129 h_guess = cpW*(Tp -T_Ref); % [kJ/kg]
130 H_guess = M_guess*h_guess; % [kJ]
131 m_guess = mP; % [kg/s]
132 Tg_guess = T0g; % [K]
133 mg_guess = mG; % [kg/s]
134 U_guess = 0.4; % [kW/K]
135 Q_guess = U_guess*A_tot/n*(Tg_guess -T_guess); % [kW]
136 rho_guess = 1000; % [kg/m3]
137 TB_guess = TB_Ref; % [K]
138
139 % Super heated steam (s) (Used if OTSG_only = true)
140 m_s_guess = mP;
141 Ts_guess = 683; % [K]
142 TBs_guess = TB_Ref; % [K]
143 hs_guess = cpW*(TBs_guess -T_Ref) + dHvap0 ...
144 + cpS*(Ts_guess -TBs_guess); % [kJ/kg]
145 beta_s_guess= (hs_guess -cpW*(TBs_guess -T_Ref))/dHvap0; % [-]
146 rho_s_guess = rho_guess; % [kg/m3]
147 Ms_guess = pS*Vs*Mw/(R*Ts_guess); % [Kg]
148 Hs_guess = Ms_guess*hs_guess; % [kJ]
149
150 % Pre -turbine (T) (Used if OTSG_only = true)
151 m_T_guess = mP; % [kg/s]
152 TT_guess = Ts_guess; % [K]
153 TBT_guess = TB_Ref;
154 hT_guess = cpW*(TBT_guess -T_Ref) + dHvap0 + ...
155 cpS*(TT_guess -TBT_guess); % [kJ/kg]
156 beta_T_guess= (hT_guess -cpW*(TBT_guess -T_Ref))/dHvap0; % [-]
157 rho_T_guess = rho_guess;
158 MT_guess = pT*VT*Mw/(R*TT_guess); % [Kg]
159 HT_guess = MT_guess*hT_guess; % [kJ]
160
161 % Turbine (Used if OTSG_only = true)
162 W_guess = -16500/2; % [kW]
163 P_guess = -W_guess; % [kW]
164 w_guess = 50; % [Hz]
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165 m_U_guess = mP;
166 TU_guess = 240;
167 TU_real_guess = 273.15+27; % [K]
168 TBU_guess = TU_real_guess; % [K]
169 hU_guess = cpW*(TBU_guess -T_Ref) + dHvap0 ...
170 + cpS*(TU_guess -TBU_guess); % [kJ/kg]
171 beta_U_guess = 0.9;
172
173 % Condenser (c) (Used if OTSG_only = true)
174 Tc_guess = TU_real_guess; % [K]
175 m_c_guess = mP; % [kg/s]
176 pc_guess = 0.0358; % [bar]
177 hc_guess = cpW*(Tc_guess -T_Ref); % [kJ/kg]
178 Qc_guess = m_U_guess*hU_guess - m_c_guess*hc_guess; % [kW]
179 Mb_guess = 10000; % [kg] buffer tank
180
181 % Control variables (Used if OTSG_only = true)
182 % Dummies are constants/control variables added to solver for file storage
183 dummy_zm_guess = zm;
184 dummy_m_in_SP = m_in_SP_0;
185 dummy_v_guess = v_0;
186 dummy_zV_guess = zv;
187 dummy_mg_guess = mG;
188 dummy_pS_SP_guess = pS;
189
190 interrmIn_guess = 0;
191 interrTs_guess = 0;
192 interrpS_guess = 0;
193 interrzV_guess = 0;
194 interrW_guess = 0;
195
196 % Three possible ways to initalize system using if-else
197 % Load only OTSG from file
198 if ~isempty(load_from_file) && OTSG_only
199 loadTable = readtable(load_from_file);
200 lastRow = loadTable{end , :}; % Load last instance in time
201
202 % OTSG variables
203 num_x = 2*n; % Number of x variables
204 num_z = 10*n+1; % Number of z variables
205
206 % Reorder: x and z are swapped in key_names
207 reordered_data = [lastRow(num_z +1:end), lastRow (1: num_z)];
208
209 % Assign to initial conditions
210 x_0 = reordered_data (1: num_x);
211 z_0 = reordered_data(num_x +1:end)';
212
213 % Initialize model variables after OTSG
214 x_0 = [x_0 , Ms_guess , Hs_guess , MT_guess , HT_guess , w_guess , ...
215 Mb_guess ];
216
217 z_0 = [z_0; m_s_guess; Ts_guess; TBs_guess; pS; hs_guess; ...
218 beta_s_guess; rho_s_guess; m_T_guess; TT_guess; TBT_guess; ...
219 pT; hT_guess; beta_T_guess; rho_T_guess; W_guess; P_guess; ...
220 m_U_guess; TU_guess; TU_real_guess; TBU_guess; hU_guess; ...
221 beta_U_guess; Tc_guess; m_c_guess; hc_guess; Qc_guess ];
222
223 % Initialize control variables
224 z_0 = [z_0; dummy_zm_guess; dummy_m_in_SP; dummy_v_guess; ...
225 dummy_zV_guess; dummy_mg_guess; dummy_pS_SP_guess ];
226
227 x_0 = [x_0 , interrmIn_guess , interrTs_guess , interrpS_guess ,...
228 interrzV_guess , interrW_guess ];
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229 % Load all variables from file
230 elseif ~isempty(load_from_file) && ~OTSG_only
231 loadTable = readtable(load_from_file);
232 lastRow = loadTable{end , :};
233
234 % System variables
235 num_x = 2*n+11; % Number of x variables
236 num_z = 10*n+1+32; % Number of z variables (hex + inlet + other)
237
238 reordered_data = [lastRow(num_z +1:end), lastRow (1: num_z)];
239
240 % Assign to initial conditions
241 x_0 = reordered_data (1: num_x);
242 z_0 = reordered_data(num_x +1:end)';
243
244 % Not load from file
245 else
246 % OTSG variables
247 x_0 = repmat ([ M_guess; H_guess], n, 1);
248 z_0 = [m_guess ];
249 for k=1:n
250 z_0 = [z_0; m_guess; T_guess; h_guess; Tg_guess; mg_guess; ...
251 Q_guess; p_guess(k); rho_guess; beta_guess;TB_guess ];
252 end
253
254 % Initialize model variables after OTSG
255 z_0 = [z_0; m_s_guess; Ts_guess; TBs_guess; pS; hs_guess; ...
256 beta_s_guess; rho_s_guess; m_T_guess; TT_guess; ...
257 TBT_guess; pT; hT_guess; beta_T_guess; rho_T_guess; ...
258 W_guess; P_guess; m_U_guess; TU_guess; TU_real_guess; ...
259 TBU_guess; hU_guess; beta_U_guess; Tc_guess; m_c_guess; ...
260 hc_guess; Qc_guess ];
261
262 x_0 = [x_0 , Ms_guess , Hs_guess , MT_guess , HT_guess , w_guess , ...
263 Mb_guess ];
264
265 % Initialize control variables
266 z_0 = [z_0; dummy_zm_guess; dummy_m_in_SP; dummy_v_guess; ...
267 dummy_zV_guess; dummy_mg_guess; dummy_pS_SP_guess ];
268
269 x_0 = [x_0 , interrmIn_guess , interrTs_guess , interrpS_guess ,...
270 interrzV_guess , interrW_guess ];
271 end
272
273
274 %% Run
275 T = 4000; % [s] Total simulation time
276 N = T; % [-] Number of steps
277
278 % Inital conditions
279 x = x_0;
280 z = z_0;
281
282 % Make result arrays
283 x_save = zeros(N+1, length(x_0));
284 z_save = zeros(N+1, length(z_0));
285 x_save(1, :) = x_0;
286 z_save(1, :) = z_0;
287
288 time_save = [0];
289 running_time = 0;
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290 for i = 1:N
291 % Apply step profile in either 'control ' or 'constants '
292 % comment out for no step
293 constants(step_index{y}) = applied_step{y}(i);
294
295 % Evaluate system (Use .m file for system model)
296 [xf_keys , zf_keys , result] = Model(n, x, z, constants , control);
297 x = result.xf;
298 z = result.zf;
299
300 % Save state
301 x_save(i+1, :) = full(x);
302 z_save(i+1, :) = full(z);
303
304 % Update time counter and display time
305 running_time = running_time + T/N;
306 time_save = [time_save , running_time ];
307 disp(running_time);
308 end
309
310 %% Make result arrays
311
312 % Convert keys to strings
313 zf_keys = cellfun (@(var) char(var.name()), ...
314 num2cell(zf_keys), 'UniformOutput ', false);
315 xf_keys = cellfun (@(var) char(var.name()), ...
316 num2cell(xf_keys), 'UniformOutput ', false);
317
318 % Initialize cell arrays for results
319 key_names = [zf_keys (:); xf_keys (:)]; % Convert to column vectors
320 values = [z_save , x_save ];
321
322 % For terminal display
323 for i = 1: length(key_names)
324 data = full(values(:, i));
325 data = data(end);
326 disp([ key_names{i}, ': ', mat2str(round(data ,4))])
327 end
328
329 %% Store result as CSV
330
331 if filepath
332 % Create a cell array for storing data
333 numKeys = length(key_names); % Total number of keys
334 maxRows = size(values , 1); % Assuming same number of rows
335 tableData = cell(maxRows + 1, numKeys); % +1 for the header
336
337 % Store the keys as headers in the first row
338 for i = 1: numKeys
339 tableData{1, i} = key_names{i};
340 end
341
342 % Store the values under each corresponding header
343 for i = 1: numKeys
344 dataArray = values(:, i);
345 for j = 1: maxRows
346 % Store values starting from row 2
347 tableData{j + 1, i} = dataArray(j);
348 end
349 end
350
351 % Convert the cell array to a table
352 csvTable = cell2table(tableData (2:end , :), ...
353 'VariableNames ', tableData (1, :));
354
355 % Write the table to a CSV file
356 writetable(csvTable , filepath);
357 end
358 end
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E.3 Model (Model.m)

1 function [x_keys , z_keys , sol] = ...
2 Model(n, x_0 , z_0 , constants , control)
3 import casadi .*
4
5 %% constants
6 % Unpack constants
7 constants = num2cell(constants);
8 [R, cpS , cpW , cpG , T_Ref , TB_Ref , T0g , Tp, mG_0 , dHvap0 , ...
9 MW , k_OTSG , V_tot , rho_Ref , p_Ref , k_p , A_anto , B_anto , ...

10 C_anto , A_tot , A_corr , kv, Vs, phiD , Mg , Dg , w0, L, ...
11 A_anto_c , B_anto_c , C_anto_c , eta , VT , k_m , p_p , pc] ...
12 = deal(constants {:});
13
14 % Unpack controller constants
15 control = num2cell(control);
16 [z_m_0 , KI_m_in , Ts_SP , Kc_Ts , tauI_Ts , v_0 , pS_SP_0 , zV_0 , ...
17 Kc_pS , tauI_pS , tauT_pS , W_SP , Kc_W1 , Kc_W2 , tauI_W2] ...
18 = deal(control {:});
19
20 % Segment dependent constants
21 V = V_tot/n;
22 A = A_tot/n;
23
24 %% Solver initialization
25 % Define variables as CasADi symbolic variables
26 % OTSG
27 m_in = SX.sym('m_in');
28 m = SX.sym('m', n);
29 T = SX.sym('T', n);
30 h = SX.sym('h', n);
31 M = SX.sym('M', n);
32 H = SX.sym('H', n);
33 Tg = SX.sym('Tg', n);
34 mg = SX.sym('mg', n);
35 Q = SX.sym('Q', n);
36 p = SX.sym('p', n);
37 rho = SX.sym('rho', n);
38 beta = SX.sym('beta', n);
39 TB = SX.sym('TB', n);
40
41 % Super heated steam (s)
42 Ms = SX.sym('Ms');
43 Hs = SX.sym('Hs');
44 m_s = SX.sym('m_s');
45 Ts = SX.sym('Ts');
46 TBs = SX.sym('TBs');
47 pS = SX.sym('pS');
48 hS = SX.sym('hS');
49 beta_s = SX.sym('beta_s ');
50 rho_s = SX.sym('rho_s ');
51
52 % Pre -turbine (T)
53 MT = SX.sym('MT');
54 HT = SX.sym('HT');
55 m_T = SX.sym('m_T');
56 TT = SX.sym('TT');
57 TBT = SX.sym('TBT');
58 pT = SX.sym('pT');
59 hT = SX.sym('hT');
60 beta_T = SX.sym('beta_T ');
61 rho_T = SX.sym('rho_T ');
62
63 % Turbine
64 w = SX.sym('w'); % Frequency calculation , not used
65 W = SX.sym('W');
66 P = SX.sym('P');
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67 % Post -turbine (U)
68 m_U = SX.sym('m_U');
69 TU = SX.sym('TU');
70 TU_real= SX.sym('TU_real ');
71 TBU = SX.sym('TBU');
72 hU = SX.sym('hU');
73 beta_U = SX.sym('beta_U ');
74
75 %Condenser and buffer tank
76 Tc = SX.sym('Tc');
77 m_c = SX.sym('m_c');
78 Qc = SX.sym('Qc');
79 hc = SX.sym('hc');
80 Mb = SX.sym('Mb');
81
82 % Control
83 dummy_zm = SX.sym('dummy_zm ');
84 dummy_mg = SX.sym('dummy_mg ');
85 dummy_pS_SP = SX.sym('dummy_pS_SP ');
86 dummy_m_in_SP = SX.sym('dummy_m_in_SP ');
87 dummy_v = SX.sym('dummy_v ');
88 dummy_zV = SX.sym('dummy_zV ');
89
90 interrmIn = SX.sym('interrmIn ');
91 interrTs = SX.sym('interrTs ');
92 interrpS = SX.sym('interrpS ');
93 interrzV = SX.sym('interrzV ');
94 interrW = SX.sym('interrW ');
95
96 % Set states x: differential , z: algebraic
97 x = [];
98 % OTSG
99 for k=1:n

100 x = [x; M(k); H(k)];
101 end
102 % Other system states
103 x = [x; Ms; Hs; MT; HT; w; Mb];
104
105 % Control
106 x = [x; interrmIn;interrTs;interrpS;interrzV;interrW ];
107
108 % OTSG
109 z = [m_in];
110 for k=1:n
111 z = [z; m(k);T(k);h(k);Tg(k);mg(k);Q(k);p(k);...
112 rho(k);beta(k);TB(k)];
113 end
114 % Other system states
115 z = [z; m_s; Ts; TBs; pS; hS; beta_s; rho_s; m_T; ...
116 TT; TBT; pT; hT; beta_T; rho_T; W; P; m_U; TU; ...
117 TU_real; TBU; hU; beta_U; Tc; m_c; hc; Qc];
118
119 % Control
120 z = [z; dummy_zm; dummy_m_in_SP; dummy_v; dummy_zV; ...
121 dummy_mg; dummy_pS_SP ];
122
123 % Initialize equatuions
124 Alg = [];
125 diff = [];
126
127 %% OTSG inlet equations
128 h_in = cpW*(Tp-T_Ref);
129
130 % Power control
131 % WC1: P controller
132 errW = W_SP - W;
133 pS_SP = pS_SP_0 + Kc_W1*errW;
134
135 % WC2: PI controller
136 mG = mG_0 + Kc_W2*errW + Kc_W2/tauI_W2*interrW;
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137 % Steam temperature control
138 % TC: FF + FB (C3)
139 dHvap = dHvap0 + (cpW -cpS)*(TB_Ref -Tp); % Energy of vaporization at Tp
140 errTs = Ts_SP - Ts; % e: ySP -y
141 v = v_0 + Kc_Ts*errTs + Kc_Ts/tauI_Ts*interrTs;
142 m_in_SP = mG*cpG*(T0g -Tg(1))/(dHvap + cpS*(v-Tp));
143
144 % FC: I Controller (C1)
145 errmIn = m_in_SP - m_in; % e: ySP -y
146 z_m = z_m_0 + KI_m_in*interrmIn; % u = u0 + KI*integral(e)
147 z_m_appl = fmax(0, fmin(1, z_m)); % u_bar = max(0, min(u, 1))
148
149 init1 = m_in - z_m_appl*k_m*(p_p -p(1));
150 Alg = [Alg;init1];
151
152 %% OTSG (i = 1)
153
154 % Switch logic
155 cond1 = beta (1) >= 1;
156 cond2 = beta (1) <= 0;
157
158 % 1: Steam , 2: Two -phase , 3: Liquid
159 dHvap = dHvap0 + (cpW -cpS)*(TB_Ref -TB(1));
160 Enth1 = cpW*(TB(1)-T_Ref) + dHvap + cpS*(T(1)-TB(1)) - h(1);
161 Enth2 = T(1) - TB(1);
162 Enth3 = cpW*(T(1)-T_Ref) - h(1);
163
164 VL = (1-beta (1))*M(1)/rho(1);
165 Pres1 = M(1)*R*T(1)/(MW*V) - p(1);
166 Pres2 = p(1)*(V-VL) - beta (1)*M(1)*R*T(1)/(MW);
167 Pres3 = rho(1) - M(1)/V;
168
169 % Use polynomial extrapolation to find U
170 U = U_Calc(beta (1), Tg(1), A_corr);
171
172 % Equations
173 dMdt = m_in - m(1);
174 dHdt = m_in*h_in - m(1)*h(1) + Q(1);
175
176 alg1 = mg(1)*cpG*(Tg(2)-Tg(1)) - Q(1);
177 alg2 = U*A*((Tg(2)-T(1))/2+(Tg(1)-Tp)/2) - Q(1);
178 alg3 = m(1) - k_OTSG *(p(1)-p(2));
179 alg4 = if_else(cond1 , Enth1 , if_else(cond2 , Enth3 , Enth2));
180 alg5 = M(1)*h(1) - H(1);
181 alg6 = mg(1) - mg(2);
182 alg7 = if_else(cond1 , Pres1 , if_else(cond2 , Pres3 , Pres2));
183 alg8 = p(1) - 1/( k_p*rho_Ref)*(rho(1)-rho_Ref) - p_Ref;
184 alg9 = cpW*(TB(1)-T_Ref) + beta (1)*dHvap - h(1);
185 alg10 = 10^( A_anto -( B_anto /(TB(1)+C_anto))) - p(1);
186
187 Alg = [Alg;alg1;alg2;alg3;alg4;alg5;alg6;alg7;alg8;alg9;alg10];
188 diff = [diff;dMdt;dHdt];
189
190 %% OTSG (i = 2 to n-1)
191 for k=2:n-1
192
193 % Switch logic
194 cond1 = beta(k) >= 1;
195 cond2 = beta(k) <= 0;
196
197 dHvap = dHvap0 + (cpW -cpS)*(TB_Ref -TB(k));
198 Enth1 = cpW*(TB(k)-T_Ref) + dHvap + cpS*(T(k)-TB(k)) - h(k);
199 Enth2 = T(k) - TB(k);
200 Enth3 = cpW*(T(k)-T_Ref) - h(k);
201
202 VL = (1-beta(k))*M(k)/rho(k);
203 Pres1 = M(k)*R*T(k)/(MW*V) - p(k);
204 Pres2 = p(k)*(V-VL) - beta(k)*M(k)*R*T(k)/(MW);
205 Pres3 = rho(k) - M(k)/V;
206
207 U = U_Calc(beta(k), Tg(k), A_corr);
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208 % Equations
209 dMdt = m(k-1)-m(k);
210 dHdt = m(k-1)*h(k-1) - m(k)*h(k) + Q(k);
211
212 alg1 = mg(k)*cpG*(Tg(k+1)-Tg(k)) - Q(k);
213 alg2 = U*A*((Tg(k+1)-T(k))/2+(Tg(k)-T(k-1))/2) - Q(k);
214 alg3 = m(k) - k_OTSG *(p(k)-p(k+1));
215 alg4 = if_else(cond1 , Enth1 , if_else(cond2 , Enth3 , Enth2));
216 alg5 = M(k)*h(k) - H(k);
217 alg6 = mg(k) - mg(k+1);
218 alg7 = if_else(cond1 , Pres1 , if_else(cond2 , Pres3 , Pres2));
219 alg8 = p(k) - 1/( k_p*rho_Ref)*(rho(k)-rho_Ref) - p_Ref;
220 alg9 = cpW*(TB(k)-T_Ref) + beta(k)*dHvap - h(k);
221 alg10 = 10^( A_anto -( B_anto /(TB(k)+C_anto))) - p(k);
222
223 Alg = [Alg;alg1;alg2;alg3;alg4;alg5;alg6;alg7;alg8;alg9;alg10];
224 diff = [diff;dMdt;dHdt];
225 end
226
227 %% OTSG (i = n)
228
229 % Switch logic
230 cond1 = beta(n) >= 1;
231 cond2 = beta(n) <= 0;
232
233 dHvap = dHvap0 + (cpW -cpS)*(TB_Ref -TB(n));
234 Enth1 = cpW*(TB(n)-T_Ref) + dHvap + cpS*(T(n)-TB(n)) - h(n);
235 Enth2 = T(n) - TB(n);
236 Enth3 = cpW*(T(n)-T_Ref) - h(n);
237
238 VL = (1-beta(n))*M(n)/rho(n);
239 Pres1 = M(n)*R*T(n)/(MW*V) - p(n);
240 Pres2 = p(n)*(V-VL) - beta(n)*M(n)*R*T(n)/(MW);
241 Pres3 = rho(n) - M(n)/V;
242
243 U = U_Calc(beta(n), Tg(n), A_corr);
244
245 % Equations
246 dMdt = m(n-1)-m(n);
247 dHdt = m(n-1)*h(n-1) - m(n)*h(n) + Q(n);
248
249 alg1 = mg(n)*cpG*(T0g -Tg(n)) - Q(n);
250 alg2 = U*A*((T0g -T(n))/2+(Tg(n)-T(n-1))/2) - Q(n);
251 alg3 = m(n) - k_OTSG *(p(n)-pS);
252 alg4 = if_else(cond1 , Enth1 , if_else(cond2 , Enth3 , Enth2));
253 alg5 = M(n)*h(n) - H(n);
254 alg6 = mg(n) - mG;
255 alg7 = if_else(cond1 , Pres1 , if_else(cond2 , Pres3 , Pres2));
256 alg8 = p(n) - 1/( k_p*rho_Ref)*(rho(n)-rho_Ref) - p_Ref;
257 alg9 = cpW*(TB(n)-T_Ref) + beta(n)*dHvap - h(n);
258 alg10 = 10^( A_anto -( B_anto /(TB(n)+C_anto))) - p(n);
259
260 Alg = [Alg;alg1;alg2;alg3;alg4;alg5;alg6;alg7;alg8;alg9;alg10];
261 diff = [diff;dMdt;dHdt];
262
263 %% Super heated steam volume and valve (s)
264
265 % Switch logic
266 cond1 = beta_s >= 1;
267 cond2 = beta_s <= 0;
268
269 dHvap = dHvap0 + (cpW -cpS)*(TB_Ref -TBs);
270 Enth1 = cpW*(TBs -T_Ref) + dHvap + cpS*(Ts-TBs) - hS;
271 Enth2 = Ts - TBs;
272 Enth3 = cpW*(Ts-T_Ref) - hS;
273
274 VLs = (1-beta_s)*Ms/rho_s;
275 Pres1 = Ms*R*Ts/(MW*Vs) - pS;
276 Pres2 = pS*(Vs-VLs) - beta_s*Ms*R*Ts/(MW);
277 Pres3 = rho_s - Ms/Vs;
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278 % Control
279 % PC: PI with Anti windup
280 errpS = pS_SP - pS;
281 zV = zV_0 + Kc_pS*errpS + Kc_pS/tauI_pS*interrpS + 1/ tauT_pS*interrzV;
282 zV_appl = fmax(0, fmin(1, zV)); % u_bar = max(0, min(u, 1))
283 errzV = zV_appl - zV;
284
285 % Equations
286 dMsdt = m(n) - m_s;
287 dHsdt = m(n)*h(n) - m_s*hS;
288
289 alg1 = m_s - zV_appl*kv*(pS -pT);
290 alg2 = if_else(cond1 , Enth1 , if_else(cond2 , Enth3 , Enth2));
291 alg3 = Ms*hS - Hs;
292 alg4 = if_else(cond1 , Pres1 , if_else(cond2 , Pres3 , Pres2));
293 alg5 = pS - 1/(k_p*rho_Ref)*(rho_s -rho_Ref) - p_Ref;
294 alg6 = cpW*(TBs -T_Ref) + beta_s*dHvap - hS;
295 alg7 = 10^( A_anto -( B_anto /(TBs+C_anto))) - pS;
296
297 Alg = [Alg;alg1;alg2;alg3;alg4;alg5;alg6;alg7];
298 diff = [diff;dMsdt;dHsdt];
299
300 %% Pre -turbine volume (T)
301
302 % Switch logic
303 cond1 = beta_s >= 1;
304 cond2 = beta_s <= 0;
305
306 dHvap = dHvap0 + (cpW -cpS)*(TB_Ref -TBT);
307 Enth1 = cpW*(TBT -T_Ref) + dHvap + cpS*(TT-TBT) - hT;
308 Enth2 = TT - TBT;
309 Enth3 = cpW*(TT-T_Ref) - hT;
310
311 VLT = (1-beta_T)*MT/rho_T;
312 Pres1 = MT*R*TT/(MW*VT) - pT;
313 Pres2 = pT*(VT-VLT) - beta_T*MT*R*TT/(MW);
314 Pres3 = rho_T - MT/VT;
315
316 % Equations
317 dMTdt = m_s - m_T;
318 dHTdt = m_s*hS - m_T*hT;
319
320 alg1 = if_else(cond1 , Enth1 , if_else(cond2 , Enth3 , Enth2));
321 alg2 = MT*hT - HT;
322 alg3 = if_else(cond1 , Pres1 , if_else(cond2 , Pres3 , Pres2));
323 alg4 = pT - 1/(k_p*rho_Ref)*(rho_T -rho_Ref) - p_Ref;
324 alg5 = cpW*(TBT -T_Ref) + beta_T*dHvap - hT;
325 alg6 = 10^( A_anto -( B_anto /(TBT+C_anto))) - pT;
326
327 Alg = [Alg;alg1;alg2;alg3;alg4;alg5;alg6];
328 diff = [diff;dMTdt;dHTdt];
329
330 %% Turbine
331 % Equations
332 dwdt = 1/Mg*(P-L-Dg*(w-w0)); % Frequency calculation , not used
333
334 TurbAlg1 = m_T*sqrt(TT) - phiD*pT;
335 TurbAlg2 = TU - TT*(pc/pT)^((R*10^5) /(cpS*MW *10^3));
336 TurbAlg3 = W + eta*m_T*cpS*(TT -TU);
337 TurbAlg4 = P + W;
338
339 Alg = [Alg; TurbAlg1; TurbAlg2; TurbAlg3; TurbAlg4 ];
340 diff = [diff; dwdt];
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341 %% Condenser inlet flow (U)
342 dHvap = dHvap0 + (cpW -cpS)*( TB_Ref - TBU);
343 InletAlg1 = m_U - m_T;
344 InletAlg2 = cpW*(TBU - T_Ref) + dHvap + cpS*(TU - TBU) - hU;
345 InletAlg3 = cpW*(TBU - T_Ref) + beta_U*dHvap - hU;
346 InletAlg4 = 10^( A_anto_c -( B_anto_c /(TBU+C_anto_c))) - pc;
347 InletAlg5 = TU_real - TBU;
348
349 Alg = [Alg; InletAlg1; InletAlg2; InletAlg3; InletAlg4; InletAlg5 ];
350
351 %% Condenser (c)
352 CondAlg1 = m_U - m_c;
353 CondAlg2 = Qc - m_U*hU + m_c*hc;
354 CondAlg3 = hc - cpW*(Tc -T_Ref);
355 CondAlg4 = Tc - TBU;
356
357 Alg = [Alg; CondAlg1;CondAlg2;CondAlg3;CondAlg4 ];
358
359 %% Buffer tank
360 dMbdt = m_c - m_in;
361
362 diff = [diff; dMbdt];
363
364 %% Append controller eq.
365 Dummy1 = dummy_zm - z_m_appl;
366 Dummy2 = dummy_m_in_SP - m_in_SP;
367 Dummy3 = dummy_v - v;
368 Dummy4 = dummy_zV - zV_appl;
369 Dummy5 = dummy_mg - mG;
370 Dummy6 = dummy_pS_SP - pS_SP;
371
372 Alg = [Alg; Dummy1; Dummy2; Dummy3; Dummy4; Dummy5; Dummy6 ];
373
374 % Add controller integration terms to ode
375 diff = [diff; errmIn; errTs; errpS; errzV; errW];
376
377 %% Solver
378 dae = struct;
379 dae.x = x; % Differential states
380 dae.z = z; % Algebraic states
381 dae.ode = diff; % Differential equations
382 dae.alg = Alg; % Algebraic equations
383
384 opts = struct('tf', 1, 'abstol ', 1e-9, 'reltol ', 1e-9, ...
385 'max_num_steps ', 10000);
386
387 F = integrator('F', 'idas', dae , opts);
388
389 sol = F('x0', x_0 , 'z0', z_0);
390
391 % Function output variables
392 x_keys = x;
393 z_keys = z;
394 end
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E.4 U_Calc

1 function [U] = U_Calc(beta , Tg , A_corr)
2 import casadi .*
3
4 err1 = 0.05; % Transistion polynomial range around switching points
5
6 % Define h_s function using CasADi if_else
7 h_s = if_else(beta < -0.5, ... % h_s constant outside range
8 3603.701367482919 + 2320.2251237389582*( -0.5) + ...
9 4628.442414497457*( -0.5) .^2 + 21226.60403391536*( -0.5) .^3, ...

10 if_else(beta < -err1 , ... % Sub -cooled liquid
11 3603.701367482919 + 2320.2251237389582 * beta + ...
12 4628.442414497457* beta .^2 + 21226.60403391536* beta.^3, ...
13 if_else ((beta >= -err1) .* (beta <= err1), ... % transistion polynomial
14 -7614761.703970* beta .^3 - 11601.125619* beta .^2 + ...
15 58270.825342* beta + 5487.306760 , ...
16 if_else ((beta > err1) .* (beta < 1 - err1), ... % Two -phase polynomial
17 7420, ...
18 if_else ((beta >= 1 - err1) .* (beta <= 1 + err1),...% transistion polynomial
19 12297807.754146* beta .^3 - 36896455.689820* beta .^2 + ...
20 36806951.316308* beta - 12203965.413641 , ...
21 if_else(beta < 1.5, ...
22 1877.5815995356265 - 606.4854766082036* beta , ... % gas phase
23 1877.5815995356265 - 606.4854766082036*1.5)))))); % h_s outside range
24
25 % Define h_g using CasADi if_else
26 h_g = if_else(Tg < 400, ...
27 115.12460346540009 - 0.06139204288200438*400 , ...
28 if_else(Tg < 700, ...
29 115.12460346540009 - 0.06139204288200438*Tg, ...
30 115.12460346540009 - 0.06139204288200438*700));
31
32 % Compute U using h_s , h_g and A_corr
33 U = 1 / (1 / (h_g * A_corr) + 1 / h_s)*1/1000; % [kW/K]
34 end
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E.5 RGA

1 % RGA Calculation
2
3 % Define the process gain matrix G
4 % Case 1
5 %u1 = zm, u2 = zv
6 %y1 = Ts, y2 = ps
7 % g11 = zm -Ts , g12 = zv-Ts
8 % g21 = zm -ps , g22 = zv-ps
9

10 %Case 2
11 %u1 = mpSP , u2 = zv
12 %y1 = Ts, y2 = ps
13 % g11 = mpSP -Ts, g12 = zv-Ts
14 % g21 = mpSP -ps, g22 = zv-ps
15
16 G = [-52.4, 2.9;
17 -1.25, -1.05];
18
19 % Compute the Moore -Penrose pseudoinverse of G
20 G_inv = pinv(G);
21
22 % Calculate the RGA
23 RGA = G .* G_inv.';
24
25 % Display the results
26 disp('Process Gain Matrix G:');
27 disp(G);
28
29 disp('Pseudoinverse of G:');
30 disp(G_inv);
31
32 disp('Relative Gain Array (RGA):');
33 disp(RGA);
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