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1. Catalytic combustion control

The overall aim is to find a better way of controlling a given combustion process.

The autumn project (2011) has focused on developing a simple Matlab models that shows the observed hotspot behavior. In the Mater project this model should be extended to include all the parts of the process and to study the control of the process. 
The work is in cooperation with Perstorp (Krister Forsman).

Co-supervisor: Johannes Jäschke

Reserved for : Carina Renee Nerland

2:
Optimization of processes using “self-optimizing” variables

This project is motivated by our difficulties in optimizing LNG (liquefied natural gas) processes, but also other (simpler) processes may considered. 

Steady-state simulation and optimization of LNG processes is difficult because of tight integration and small temperature differences between the streams. For example, the UniSim has large problems in converging when trying to optimize the operation of a given network. One possibility is to let Matlab do the optimization and UniSim the simulation. The focus in this project is on finding the best variables to specify in UniSim. Another approach is to use dynamic simulation for finding the steady-state solution. Also in this case the selection of good “self-optimizing” variables is critical.

Co-supervisors: Jophannes Jäschke (postdoc) and Vladimiros L. Minasidis  (PhD student)
Reserved for: Roald Bræck Leer

3. Optimal operation of networks using self-optimizing control

The idea of self-optimizing control is to achieve near-optimal control by keeping certain variables or variable combinations constant. For heat exchanger networks with parallel branches, we have developed a simple polynomial variable combination which we are considering to patent. The objective is to further study the method by considering specific applications, for example, to (a) crude oil preheating (Statoil Mongstad, Esso Slagentangen) (b) LNG processes (Statoil Hammerfest) , (c) chemical plant (Perstorp) or (d) district heating (Tiller).  Matlab and Simulink will be used for simulations

Co-supervisor: Johannes Jäschke, postdoc 

Reserved for: Alexandre Leruth
4. Dynamic back-off for control of active constraints

To operate processes safely generally there are constraints which have to be observed. A typical examples for a safety constraint is the maximum allowable temperature in a reactor. Exceeding this constraint can lead to serious consequences, e.g. explosions.

At the same time, it often happens that the plant profit is maximised when a variable is at this constraint. Therefore it is desirable to operate the process as close to the constraint as possible. In practice, we will always have to back off a little bit from the constraint, because we want to make sure that we do not violate it, even if the the process conditions vary. At the same time, we want to minimize the back-off, because it causes economic loss.

The goal of this project is to study how the back-off can be adapted to dynamically changing operating conditions. The principal idea is to impose large back-off when the variable value changes fast, and little back-off when the variable changes slowly or not at all.

The student should like to work with matlab and have some knowledge about simulation of differential equations.

The tasks are 

1. Literature review

2. Set up a small dynamic model

3. Find a law which dynamically adapts the back-off to the rate of change in the variable

4. Simulate a batch reaction process as a case study

Co-supervisor: Jophannes Jäschke, postdoc 

5. Flexible/optimal steady-state backoff for unconstrained variables to avoid infeasibility

To operate processes safely generally there are constraints which have to be observed. A typical examples for a safety constraint is the maximum allowable temperature in a reactor. Exceeding this constraint can lead to serious consequences, e.g. explosions.

Variables which are unconstrained under a certain set of operating conditions may reach a constraint under other conditions. To remain truly optimal in  both operating conditions, the control structure has to be changed.

In practice, however, one would like to keep the control structure simple and to use one control structure for all operating conditions.

This project involves investigating under what circumstances a control structure can be found, which may not be truly optimal, but which does not have to be adapted to changing constraints.

We will consider the case of a linear plant and a quadratic objective function. 

The student should like to work with matlab or some other programming language and have some   knowledge in linear algebra

Tasks:

1. Literature review

2. Set up small examples and find control policies, which give an acceptable loss

3. Derive theoretic results about how much loss has to be accepted when using a single control structure for all operating conditions

Co-supervisor: Jophannes Jäschke, postdoc 

6:
Stabilization of two-phase flow in risers from reservoirs (anti-slug control)


(in cooperation with Siemens)

These project are motivated problems with riser slugs in offshore fields in the North Sea. All projects are in cooperation with Siemens and the multiphase group at the Department of Energy and Process Engineering (Prof. Ole Jørgen Nydal). 


6.1:
Control strategies for gaslift. First stabilization of standard gas lift is considered. Then the objective is to extend this to the case where also the topside valve is used as an MV. This will give two MVs which may be useful for extending the usability. 

Co-supervisor: Esmaeil Jahanshahi (PhD student)

      6.2:
Robust anti-slug control strategies. This will involve experimental work on three different rigs, and comparisons with models and dynamic simulation, with the objective to develop a robust anti-slug control scheme. For example, a hierarchy with flow control (or top pressure control), bottom pressure control and valve position control will be tested out. 

  Co-supervisor: Esmaeil Jahanshahi (PhD student) 

 

 

7. Studies on control of distillation columns (in cooperation with Statoil/Gassco at Kårstø)

The project is motivated by operation of distillation column far from original design, and with significant variation in feed rates and feed composition at Kårstø gas prosessing plant. Significant variation in feed results in significant variation in the process dynamic and in challenges with oscillation in the regulatory control layer (PID) and in the supervisory control layer (here: Model Predictive Control, MPC). 

The objective is to systematic study the process dynamic at different feed rates and feed composition to improve the understanding and, if possible, propose a way to use gain scheduling in PID-layer and/or MPC-layer.  One approach would be use the SIMC PID tuning rules as a basis.

Matlab will be used in the initial phase to improve understanding, while Dspice dynamic simulator and MPC will primary be used in later phase for studying specific columns. 

Reserved for: Iakov Dalgov

8. Expected problems when pairing on negative RGA-elements

The basis for this project is that it is not clear  what happens if one pairs on a negative RGA. This will be a mix between simuklation (in Simulink) and theory.

Background: Pairing on a negative steady-state RGA-element may give good decentralized control performance, but there are potential risks. 

First, note that if one pairs on a negative RGA, then one cannot tune the controllers 

using independent designs (where each loop is tuned separately with the other loops in manual), 

because one would get instability when all loops are closed. 
Second, consider sequential loop closing, which is probably more common practise. In this case, pairing on a negative RGA is claimed to result in instability, and the objective is to study this in more detail.

9. Optimality of PI and PID control

The objective is to study for which processes PI and PID control are best suited. It is well established that it works for first- or second-order processes with delay. To objective is to conform this rigorously and to consider also other processes. Subtasks

1. Define basis for comparison (combined performance and robustness measure)

2. Find optimal controller for a range of processes and compare with best PI/PID controller.

Cosupervisor: Chriss Grimholt

10. Simulation and control of pressure/flow networks using Matlab
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